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5 INTRODUCTION

An essential function:of the human auditory system is the
reural encoding:of speech sounds. The ability of the brain
¢ translate;the acoustic .events in the speech signal into
meaningful linguistic constructs relies in part on the way
“the central nervous system represents the acoustic struc-
- ture of speech. Consequently, an understanding of how tlie
liervous isystem (accomplishies this task> would provide
important insights into the basis of langmge function and
Cauditory=based cognition.

i1 One of theichallenges faced by researchers is that speech
sa complexiacousticsignal that is rich in both spectral and

‘dance of acoustical cues in the speech signal provides enor-
. mous perceptual benefits to listeners. For example, listeners
arc able'to shift their attention between différent acoustical
cues whin percciving speech from different talkers to com-
ensatés forsthe built-insvariationsiin the. acoustical-prop-
certies((Nusbaum ind Morin, 1992). This form of “listencr
exibility” veflects a-critical aspect of speech perception: The
listener makes use of whatever spectral or temporal cues are
d\'allablcdolhelp decode the incoming speech signal.

Therc are two basic approaches that researchers have
' adopted for Londuclmg experiments on speech pelcepuon
nd the underlying physiology. One approach uses “simple”
- acoustic stimuli, such as tones and clicks, as a means to con-
 trol for the complexity of the speech signal. Whereas simple
stimuli enable researchers to reduce the acoustics of spcech
10 its most basic.elements, the auditory system 4s nonlinear
¢ (Sachs and Young, 1979) and; therefore, rcsponses to sim-
= ple mmub generally do. not accurately.predict responses to
. actual speech.sounds.. A second approach uses speech and
.asp(.ech ike stimuli (Scnt, el al, 2006; Cunningham et al,,

' 2002; Skoe and Kraus, 2010), There are many advantages to
. this approach. First, these stimuli have greater face validity
 for understanding speech processing. Second, a complete
deseription of how the nonlinear auditory system responds
'_ o speech can.only be obtained by using speech stimuli.
. Third, long term exposure to speech sounds and their use

emporal features. In everyday listening situations; the abun-
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linguistically produces plastic changes in the auditory path-
ways that may-alter:neural lepreéeutatlou of speech in a
manner that cannot be predicted by simple stimuli. Fourth,
when bpecch stimuli are chosen carefully, the acoustic prop-

-~ erties of the signal-canstill be well controlled. °

This chapter is*organized into five” sectlons, with each
section describing what is currently known about how the
brain represents a'particular acoustic' feature present' in
speech (see Table 28.1). These acoustic features of speech
were chosen because they have essential roles in normal
speech perceplion, Bach section contains a description of
the acoustical feature, an cxplaliaifon of*it§ importance in
speech perception;followed by a review:and assessnient of
the data for-thatscbusticfealiiiey aicng i LG, an =y o

» An‘excitingaspect’bf bidin finétion is the remarkable
mpnci'ty of the brain to modify its functional properties fol-

lowing training: In the duditory domain; agrowing body of

research has shown that targeted: training and remediation
programs can provide substantialispeeeh per ception benefit
to a numberof populationsyincluding bioth normal listeners
and clinical populations with impaired auclilory finction.
Given-the prevalence of hearing deficits in industrialized
societies and an aging populationin most Western countries,
targeted auditory training to- mamtam and improve speech
perceptionpar ticulatly: m;(he pi tsencé of batkground noise,
represents an important strategy for sustammg §peech -based
comniunicdlion aiid:coghifive skills (Lm et a‘l 2013). Impor-
tantly, behavioral improvements that result from training
oviginate in changes in brain-function, and it is of great
interest to the field ofauditory research to understand what
aspects of brain function:change in response to auditory-
based training. These findings ‘are: of theoretical interest:
Many auditory training paradigms constitute relatively com-
plex tasks, exposing the listener to a host of acoustical fea-
tures and tapping mto arange of sensory and cognitive skills;
therefore, an undorsrandmg of the specific brain changes ‘that
accompany training-based improvement provides a window
on the particular acoustical features that are most important
for improvement on the trained tasks. Thus, a final goal of
this chapter is to highlight exciting recent research describing
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Acoustic Features of Speech and their

S

Feature’s Role in the
Speech Signal

Major Sections: Acoustic
Features in Speech

entations in the Cen

-t v e h

em

Brainstem Measure Cortical Measure

Ubiquitous in vowels, approxi-
mants, and nasals; essential
for vowel perception

1. Formant structure

2. Periodicity
frequency and low formant

frequencies {(50-500 Hz)

Consonant identification; signal
the presence of diphthongs
and glides; linguistic pitch

Phoneme identification

3. Frequency transitions

4. Acoustic onsets

Syllable and tow-frequency
(<50 Hz) patterns in speech

5. Speech envelope

Temporal cue for the fundamental

N100m source location;
STS activity (fFMRI)

Frequency-following
response

Frequency-following
response amplitude; nonprimary
auditory cortex activity
patterns {fMRI)

Left versus right STG

activity (fMRI)

Frequency-following
response

N100m source location;
N100 latency
N/A N100m phase-locking

ABR anset complex

changes in auditory brain function following speech and
auditory training, with a focus on therapeutic training para-
digms designed to improve speech perception in both clini-
cal populations and normal hearing listeners.. . "o

An important consideration is that the acoustical fea-
tures described in this chapter are not mutually exclusive.
For example, one section of this chapter describes the neural
encoding of “periodicity,” which refers to acoustical events
that occur at regular time intervals. Many features in the
speech signal are periodic; however, describing all of these
simultaneously occurring periodic features would be exper-
imentally unwieldy. For simplicity, and to show how these
features were investigated, some related acoustical features
will be discussed in separate sections. Throughout the chap-
ter we have tried to identify when there is overlap among the
acoustical features.

"N THE SIGNAL: BASIC SPEECH
ACOUSTICS

The speech signal can be described according to a number of
basic physical attributes (Johnson, 1997). An understanding
of these characteristics is essential to any discussion of how
the auditory system encodes speech. The linguistic roles of
these acoustic features are described separately within each
section of the chapter.

Fundamental Frequency

The [undamental frequency component of speech results
from the periodic beating of the vocal folds. In Figure 28.1A,
the frequency contenl of the naturally produced speech sen-
tence “The Young Boy Lefi Home” is plotted as a function

of time: Greater amounts of energy at a given [requency,
are represented with dark lines whereas smaller amounts of .
energy are depicted in white, The fundamental frequency?
can be seen as the horizontal band of energy in Figure 28.1A
that is closest to the x-axis (i.e., lowest in. frequency). The’
fundamental frequency is labeled FO and provides the per-
ceived pitch of an individual’s voice. ‘.‘i
1l

1

G

Harmonic Structure

An acoustical feature that is related to the fundamental
frequency of speech is known as the harmonic structure:
Speech harmonics, which are integer multiples of the fun-g
damental /frequency, arc present in ongoing speech. Thex
harmonic structure of speech is displayed in Figure 28.1A1
as the regularly spaced horizontal bands of energy that.are
seen throughout the sentence. ?

Formant Structure

Another essential acoustical feature of speech is the formant’
structure which describes a series of discrete peaks in thes
frequency spectrum of speech that are the result of an inter* g
action between the frequency of the vocal-fold vibrations3
and the speaker’s vocal tract resonance. The frequency of
these peaks, as well as the relative frequency between peals:
varics for different speech sounds. The formant structure of i}
speech depends on the harmonic structure of speech. Har"
monic structure is represented by integer multiples of the
fundamental frequency, and formants are harmonics that
are close to a resonant frequency of the vocal tract. In Fig-
ure 28.1, the formant structure of speech is represented Y -
the series of horizontal, and occasionally diagonal, lines that
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FIGURE 281 Spectrogram for the natu

lines of energy.

te darker than their neighbors that run through most of
*{he speech utterance, The word “Ieft” has been enlarged
 Figure 28.1B to better illustrate this phenonenon. The
sioad and dark patches seen in this figure represent the
| peaks inthe frequency spectrum of speech that are the result

of an interaction between the frequency of vibration of the
 vocal folds and the resonances of a speaker’s vocal tract, The
frequency of these peaks, as well as the relative frequency
between peaks, varies for different speech sounds within the
ntence. The lowest frequency formant Is known as the first
rmant and is notated F1, whereas subsequent formants
ire notated F2, F3, and so on. The frequencies of F1 and F2
i particular are important for vowel identity.

THE MEASURES OF BRAIN
O AcTIVITY TR
. 1 ! b/ 25 I LT T T L B
. We begin by describing the neurophysiological measures
 that have been used to. probe auditory responses'to speech
. and speech-like stimuli (comprehensive descriptions of these
" measures can be found elsewhere: Hall, 1992 as well as in

chapters in this book). Historically, the basic research on the
- neurophysiology of speech perception has borroyed anum-
 ber of clinical tools to asses§'aulditory system function.

SRR Y

. Brainstem Responses

" The auditory. brainstem response (ABR) consists of small
~ voltages originating from meural activity in-auditory struc-
* tures in the brainstem in response to sound. Although these
" responses do not pinpoint:the specific' origin ‘of. auditory
| activity among the ‘auditory brainstem nuclei, the great

rally produced speech sentence
(A) The complete sentence; [B) the word “left” is enlarged to illustrate the frequency structure: The
fundamental frequency [FO) and formarits [F1-F3] are represented in the spectrogram by broad dark

F2

F1

Fo

“The young boy left home."

strength of ABRs (and auditory potentials in general) is that
they precisely reflect the time-course of neural activity at the
microsecond level. The ABR is typically measured with a sin-
gle active electrode referenced to the carlobe or nose, Clinical
evaluations using the ABR typically use brief acoustic stimuli,
such as clicks and tones, Lo elicit brainstem activity, The ABR
is unique among the AEPs because of the remarkable reliabil-
ity of this response, both within and across subjects. In (he

clinic, the ABR is used to assess the integrity of the auditory

periphery and lower brainstens (Hall, 1992). The response
consists of a number of peaks, with wave V being the most
clinically reliable. Deviations on the order of microseconds
are deemed “abnormal” in the clinic and are associated with
some form of peripheral hearing damage or with retroco-
chlear pathologics. Research using the ABR to probe acoustic
processing of speech utilizes similar recording procedures,
but different acoustic stimuli,

Cortical Responses.. . . ..
CORTICAL-EVOKED POTENTIALS AND FIELDS
Cortical-evoked responses arc used as a research tool to
probeauditory function in normal and clinical populations,
Cottical-evoked- poténtials are small voltages originating
from neural activity auditory cortical structures in response
to.sound. These potentials are typically measured with mul-
tiple electrodes, often referenced to a “common reference;’
which is the average response measured across all electrodes.
Cortical-evoked “fields” are the magnetic counterpart to
corticalzevoked potentials; however; instead of measuring
voltage.across the scalp, magnetic fields produced by brain
activity are measured.

B —
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Electroencephalography (EEG) is the technique by
which evoked potentials are measured and magnetoenceph-
alography (MEG) is the technique by which evoked fields
are measured, Similar to the ABR, the strength of assessing
cortical-evoked potentials and fields is that they provide
detailed information about the time-course of activation
and how sound is encoded by temporal response propet-
ties of large populations of guditory neurons, though this
technique is limited in its spatial resolution. Because of
large inter- and intrasubject variability in cortical responses,
these measures are not generally used clinically. Results
from these two cortical methodologies are generally com-
patible, despite some differences in the neural generators
that contribute to each of these responses. Studies using
both EEG and MEG are described interchangeably through-
out this chapter despite the subtle differences between the
measures. The nomenclature of waveform peaks is similar
for BEG and MEG: Typically, an N or P, depicting a nega-
tive or positive deflection, followed by @ number indicating
the approximate latency of the peak. Finally, the letter “m”
follows the latency for MEG results, For example, N100 and
N100m are the labels for a negative deflection at 100 ms as
measured by EEG and MEG, respectively.

FUNCTIONAL IMAGING

Functional imaging of the auditory system is another often-
used technique to quantify auditory activity in the brain.
The technology that is used to measure these responses, as
well as the results they yield, is considerably different from
the previously described techniques. The primary difference
is that functional imaging is an indirect measure of neural
activity, that s, instead of measuring voltages or fields result-
ing from activity in auditory neurons, functional imaging
measures hemodynamics, a term used to describe changes
in metabolism as a result of changes in brain activity. The
data produced by these measures is a three-dimensional
map of activity within the brain as a result of a given stimu-
lus. The strong correlation between actual neural activity
and blood flow to the same areas of the brain (Smith et al,,
2002) has made functional imaging a valuable investiga-
tive tool to measure auditory activity-in the brain. The two
methods of functional imaging described here are func-
tional magnetic resonance imaging (fMRI) and positron
emission tomography (PET). The difference between these
two techniques is that fMRI measures natural levels of oxy-
gen in the brain, as oxygen is consumed by neurons when
they become active. PET, however, requires the injection of
a radioactive isotope into a subject. The isotope emits posi-
trons, which can be detected by a scanner, as it circulates in
the subject’s bloodstream. Increases in neural activity draw
more blood, and consequently more of the radioactive iso-
tope, to a given region of the brain, The main advantage
that functional imaging offers relative to evoked potentials
and cvoked fields is that it provides extremely accurate and

precise spatial information regarding the origin of neura]

aclivity in the brain. A disadvantage is the poor resolution

in the temporal domain: Neural activity is often integrated
over the course of seconds, which is considered extremely %E
slow given that speech tokens are as brief as 30 ms. Although
recent work using functional imaging has begun describin g Al
activity in subcortical regions, the work described here will =
cover only studies of temporal cortex. ,\!

ACOUSTIC FEATURES OF SPEECH |
o
Periodicity -
DEFINITION AND ROLE IN THE
PERCEPTION OF SPEECH

Periodicity refers to regular temporal fluctuations in the:
speech signal between 50 to 500 Hz (Rosen, 1992). Impor-
tant aspects of the speech signal that contain periodic acous-
tic information include the fundamental frequency and alll &
components of the formant structure (note that encoding: y
of the formant structure of speech is covered in a later s
tion). The acoustic information provided by periodicit
conveys both phonetic information as well as prosodic cues;
such as intonation and stress, in the speech signal. As statedis
in Rosen’s paper, this category of temporal information rep;
resents both the periodic features in speech and the disting
tion between periodic and aperiodic portions of the signal
which fluctuate at much faster rates. -
. This. section will review studies describing the neugdl
representation. of relatively stationary perioclic component
in 'the, speech’ signal, most notably the fundamental rru'l.
quency. An understanding of the mechanism for encoding
a simple periodic feature of the speech signal, the FO, will 8
facilitate descriptions of complex periodic features of 1
specch signal, such as the formant structure and frequenty
modulations. '

PHYSIOLOGICAL REPRESENTATION OF
PERIODICITY IN THE HUMAN BRAIN

Auditory Brainstem
The short-latency frequency-following response (IFR)IEES
an electrophysiological measure of phase-locked peurih 8
activity originating from brainstem nuclei that rc|‘lrt‘-“‘“§
responses to periodic acoustic stimuli up to approximatél
1,000 Hz (Smith et al., 1975; Stillman et al., 1978). Based 0%
the frequency range that can be measured with the [’FR;.,__I-_
representation of the fundamental frequency can be med=
sured using this methodology (Krishnan et al., 2004; RUTES
et al., 2004; Skoe and Kraus, 2010), as well as Lhe FI in OIS
instances (encoding of F1 is discussed in detail in the F"'r{ !
mant Structure section), o

A number of studies have shown that FO is rep!
within the brainstem response (i.e., FFR) according ¥

esenled s
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/da/ stimulus waveform

U7

Auditory brainstem response

¥ L3 T
Onset transient Frequency following
T response

Offset transient ) i
- FIGURE 28.2 Acoustic waveform of the

D E F

1 | synthesized speech stimulus /da/ (above)
and grand average auditory brainstem
1 responses to /da/ [below]. The stimulus
/\'\}\JW has been moved forward in time to the
latency of onset responses (peak V] to
enable direct comparisons with brain-
0 4 stem responses. Peaks V and A reflect
the onset of the speech sound and peak
0O reflects stimulus offset. Peaks D, £, and

1 Frepresent a phase-locked representa-
L tion to the fundamental frequency of the

Time (ms)

ries of peaks that are temporally spaced corresponding to
wavelength of the fundamental frequency An example

i experunental stimulus that has been studied in great
tetail, as well as the bramstem responsc to this speech sound

i primary permd:c fcalures of the speech waveform provided
5 | ‘}- the B0 are clearly represented in negative-going peaks D,
,_ -and P of the FFR brainstem response. Importantly, it has
den shown that the BFR is highly sensitive to FO frequency;
this aspect of the brainstem response accurately “tracks”
_modulations in frequency (Krishnan et al,, 2004), a topic
which is. discussed in depth in the Frequency Transitions
Section of this chapter.

' A hypothesis regarding the brainstem’s encoding of
I different aspects of the speech signal has been proposed
8 (Krans and Nicol, 2005). Specifically, it is proposed that the
\source (referring to vocal-fold vibration) and filter aspects
" (vocal musculature in the production of speech) of a speech
| signal show dissociation in their acoustical representa-
i tion in the auditory brainstem. The source portion of the
rainstem’s response to speech is the representation of the
0, whereas the filter refers to all other features, including
" Specch onset; offset, and the representation of formant fte-
(quencies, For example, it has been demonstrated that brain-
stem responses are corfelated within source and filter classes
¢ but are not correlated between classes (Russo et al., 2004).
Moreover, in a study of children with language-learning
. disabilities, whose behavioral deficits may be attributable
! (- to central audilory processing disorders, it has been shown

50 speech stimulus, and the peaks between
D, E, and F.occur at the F1 frequency.

that source representation in the auditory brainstem is nor-
mal whereas filter class representation is impaired (Banai
et al., 2009; Hornickel et al., 2012a; King et al., 2002). The
converse, mlpalrments in brainstem encoding of source (FO)
but not-filter components, is a characteristic of individuals
with poor hearing in noise (Anderson et al; 2011). These
data suggest that the acoustical representations of source
and filter aspects of a given speech signal are differentially
processed and provide evidence for neural specmhzatlon at
the level of the brainstem. "

Cortex ti .
Neurons in the auditory cortex respond robustly with time-
locked responses.to slow rates of stimulation® (<~25 Hz)
and generally do’ not phase-lock to frequencies greater than
approximately. 100 Hz (Creutzfeldt et al., 1980). Therefore,
cortical phase-locking to the fundamental frequency of
speech, which is near or greater than 100 Hz, is poor, and
it is generally: thoughit that the brainstem’s phase-locked
representation: of FO is transformed at the level of cortex
to a more abstract representation. For example, it has been
shown that cortical neurons produce sustained, nonsyn-
chronized discharges throughout a high-frequency (>50 Hz)
stimulus (Lu et al., 2001), which is a more abstract represen-
tation of the stimulus frequency compared to time-locked
neural activation.

An important aspect of FO perception is that listen-
ers native to a partlcular language are able to perceive a
given speech sound as invariant regardless of the speaker’s
FO, which varies considerably among men (FO ~ 100 Hz),
women (FO ~ 200 Hz), and children (F0O up to 400 Hz). For
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example, the speech sound “dog” is categorized by a listener
to mean the exact same thing regardless of whether an adult
or a child produces the vocalization, even though there is a
considerable difference in the FO of the adult’s and child’s
vocalizations. To address how auditory cortical responses
reflect relatively large variations in PO between listeners,
N100m cortical responses were measured with MEG for a
set of Finnish vowel and vowel-like stimuli that varied in FO
while keeping all other formant information (F1-F4) con-
stant (Makela et al., 2002). Results indicated that N100m
responses were extremely similar in spatial activation pat-
tern and amplitude for all vowel and vowel-like stimuli,
irrespective of the FO, This is a particularly intriguing find-
ing given that N100m responses differed when 100-, 200-,
and 400-Hz puretone stimuli were presented to the same
subjects in a control condition, The similarity of the speech-
evoked brain responses, which were independent of the F0
frequency, suggests that variances in F0 may be filtered out
of the neural representation by the time it reaches the cot-
tex. The authors suggest that the insensitivity of cortical
responses to variations in the FO may facilitate the semantic
categorization of the speech sound. In other words, since FO
does riot provide essential acoustic information relevant to
the semantic meaning of the speech sound, it may be that
the cortex does not respond to this aspect of the stimulus in
favor of other acoustic features that are essential for decod-
ing word meaning.

Electrophysiological Changes due to Training

The brain’s representation of periodicity has been shown to
be malleable following auditory-based training. The goal of
one study was to train the perception of speech in the pres-
ence of background:noise, an environmental sound source
which negatively impacts speech perception in normal indi-
viduals and has even more severe perceptual conscquences
in individuals with hearing impairments. In this study, a
group of 28 normal hearing young adults were trained on 4
commercially available computer program entitled “Listen-
ing and Communication Enhancement” (LACE) (Sweetow
and Sabes, 2006), which trains.listeners on a number of
auditory tasks including comprehension of degraded
speech, auditory mnemonic and cognitive skills, and com-
munication strategies (Song et al., 2012). After 4 weeks of
training, participants showed improvements in measures
of speech perception in noise as measured by LACE as well
as independent measures of speech perception in noise,
including the Hearing in Noise Test (Nilsson et al., 1994)
and the Quick Speech in Noise Test (Killion et al., 2004), An
age-matched group of normal hearing, untrained listeners
showed no improvements in speech in noise perception.
Neural correlates of these bchavioral improvements
were explored by measuring ABRs to a synthetic /da/ stimu-
lus in both quiet and in the presence of background noise.
Results showed that behavioral improvements in trained
listeners were accompanied by enhanced brainstem repre-

- — ——
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sentation of periodicity, as measured by the spectral magy;
tude of the F0 and the second harmonic (H2), in respansg
measured in the presence of background noise. An impoy
tant consideration is the breadth of auditory and cognitive:
skills trained by LACE and the specificity of these brainsten
results. The LACE program broadly trains speech perceps
tion in noise, and consequently the brainstem rcprc:;cm;,-‘
tion of any number of acoustical features in speech coul
have shown training-related effects. Nevertheless, only thel
F0 and H2 features of the brainstem response were enhanced
following LACE training. The interpretation of this result 58
that the brain’s coding of periodicity is a particularly critical "
element for the perception of speech in noise, On the supé’
face, this may be surprising: The fundamental frequency i'
not always necessary for speech comprehension. For exani=#
ple, the fundamental frequency is systematically filtered olit)
of all telephone signals. Nevertheless, these results slrnngi_ 7
suggest that in challenging listening cenditions, including!
the perception of speech in noise, periodic features may prg'
vide important acoustical benefit to-the listener as reflecteds
by the sharpening of this feature in the brainstem response:
to speech in noise. o

In summary, petiodicity of the fundamental frequen

is robustly represented in the FFR of the ABR. Moreover, (et i
representation of the fundamental frequency is normal " il
children with learning disabilities (LDs) despite the abnorsi
mal representations of speech-sound onset and first formanty
frequency. Yet, its role appears to be essential in hearin
speech in noise. This disparity in the learning disabled aud 3
tory system provides evidence that different features Ob
speech sounds may be served by different neural mechi
nisms and/or populations, In the cortex, MEG results sho
that cortical responses are relatively insensitive to chang¢sss
in the fundamental frequency of speech sounds, suggestings
that differing FOs between speakers are filtered out by thés
time the signal reaches the level of auditory cortex. Resu (8%
from speech in noise training indicate that improvements i
speech perception in noise result in systematic enhanceme 9
of periodic aspects of the speech signal, including the FO:
H?2 components.

Formant Structure
ROLE IN THE PERCEPTION OF SPEECH

Formant structure describes a series of discrete peaks i
the frequency spectrum of speech that are the result ofa
interaction between the frequency of vibration of the O
folds and the resonances within a speaker’s vocal tract {
Introduction for a more complete acoustical description ¢
the formant structure). The formant structure is 4 dnmié.,‘
nant acoustic feature of sonorants, a class of speech soundss
that includes vowels, approximants (e.g., /I/ and /4/); ﬂ“d\'-_ %
nasals. The formant structure has a special role in the pefs &
ception of vowels in that formant frequencies, p'.u'ticulal'f' 4

L
'

;
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fationship between F1 and F2 are the primary pho-
determinants of vowels. For example, the essential
difference between fu/ and /i/ is a positive shift in
frequency (Peterson and Barney, 1952). Because of the
ecial role of formants for vowel perception, much of the
arch regarding the formant structure of speech uses

“he ¢
gii'l:
st

| stimuli.

YSIOLOGICAL REPRESENTATION OF
ORMANT STRUCTURE IN THE HUMAN BRAIN

} uditory Brainstem

: ;:: i‘it! question of how the human auditory brainstem rep-
} j-; sents important components of the formant structure
s addressed in a study by Krishnan (2002). In this study,
ﬁ‘-iugtem responses (FFRs) to three steady-state vowels
_gr.,» measured and the spectral content of the responses was
L ompa red to that of the vowel stimuli, All three of the stimuli
Shid approximately the same fundamental frequency; how-
Sever, the first two formant frequencies were different in each

i"[hc vowel stimuli. Results indicate that at higher stimulus

J "ii-;-nsili.r:s the brainstem FFR accurately represents F1 and

.J\"

112; however, the representation of F1 was greater than for
2412, The author indicates the similarity between this finding
“ihd a similar result in a classic study of vowel representation
iih the auditory nerve of anesthetized cats (Sachs and Young,
11979) which' also demonitrated a predominant representa-
“{ion of F1, These data provide evidence that phase-locking
" orves as a mechanism for encoding critical components of
“the formant structure not only in the auditory nerve, but
" ilso in the auditory brainstem.

‘Auditory Cortex
" A'number - of studies have described the representation of
: .fdrnm nt structure in the humari cortex as a means of inves-
lligating whether a cortical tnap of phonemes, termed the
Wphonemotopic” map, exists in: the human brain. Specifi-
S ically, researchers want to know if the phonemotopic map is
" independent of the tonotopic map, or alternatively whether
I phonemes are more simply represented according to their
Ifrequency content along the tonotopic gradient in auditory
% cortex. To this end, investigators have measured cortical
I responses to vowel stimuli, a class of speech sounds that dif-
fer acoustically from one another according to the distribu-
‘tion of F1-F2 formant fréquencies. Vowel stimuli also offer
the advantage of exhibiting no temporal structure beyond
i the periodicity of the formants.
. The method that has been used to investigate the rela-
. tionship between the tonotopic map in human auditory
2 cortex and the representation of formant structure has
been to compare cortical source locations for tones and
specific speech sounds with similar frequency components.
L Tor example, in one study (Diesch and Luce, 1997) N100m
source location was measured in response to separately pre-
sented 600- and 2,100-Hz puretones as well as a two-tone

composite signal comprising the component puretones
(i.e., simultaneous presentation of the 600- and 2,100-Hz
puretones). These responses were compared to isolated for-
mants, defined as the first and second formant frequencies
of a vowel stimulus, complete with their harmonic struc-
ture, separated from the rest of the frequency components
of the stimulus (i.c., F0, higher formant frequencies). These
isolated formants had the same frequency as the tonal stim-
uli (i.e., 600 and 2,100 Hz). Finally, a two-formant compos-
ite signal, which constituted a vowel, was also presented.
Results indicated that the N100m source in response to the
vowel stimulus was different in location from that predicted
by both the puretone responses and the superposition of
responses to the component single formant stimuli, These
data indicate that formant structure is spatially represented
in human cortex differently than the linear sum of responses
to the component formant stimuli and suggest that formant
structure has a different representation relative to the tono-
topic map. The authors of this work hypothesize that the
different spatial representation of the vowel stimuli reflects
the additional acoustic components of the vowel stimuli,
including the harmonic and formant structures. The authors
of this work refrain from a potentially more intriguing con-
clusion, that is, does the spatial representation of the vowel
stimuli in some way reflect the behavioral experience of the
stibjects with these speech sounds? For example, it is possi-
ble that a larger, or different, population of cortical neurons
is recruited for sounds that are familiar, or have significant
ecologic importance, relative to the population recruited for
puretones or single formant frequencies and that the source
location for the vowels reflects this phenomenon,

Additional studies have attempted to better describe
the acoustic representation of vowels in the human brain. In
one study, Obleser et al. (2003) addressed the neurophysiol-
ogy underlying a classic study of speech acoustics in which
it was shown that the distinction of vowels is largely carried
by the frequency relationship of F1 and F2' (Peterson and
Barney, 1952). To this end, cortical source locations were
measured in response to German vowels that naturally dif-
fer in F1-F2 relationships. Results indicated that the loca-
tion of the N100m source reflects the relationship of the
F1-F2 formant frequencies. This finding was replicated in
a second study using 450 natural speech exemplars of three
Russian vowels; again, the spectral distance between F1 and
F2 was reflected in the dipole location of N100m responses
(Shestakova et al,, 2004),

Although these studies provide evidence that the cor-
tex represents the formant structure of vowels in a manner
that is (a) unrelated to the tonotopic map and (b) organized
according to the perceptually essential formant frequencies,
these findings require a number of caveats. First, the source
locations described in these studies represent the center of
gravity, as a single point in three-dimensional space in the
cortex, of the neural contributors to a given N100m response
(Naatanen and Picton, 1987). Second, approximately six
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neural regions contribute to the N10¢ and therefore it rep-
resents a highly complex neural response. Consequently,
the N100 described in these studies of phonemotopic maps
should not be viewed as an exact -representation of well-
described, and highly localized, auditory maps in animal
models (Schreiner, 1998). This is particularly relevant given
that the clear tonotopic gradient in auditory cortex is no
longer apparent when puretone stimuli are presented above
50 dB SPL (Schreiner, 1998), such as the levels used in the
MEG experiments described in this sec'tion. In addition, 1t
has not yet been definitively shown that the neural repre-
sentations of phonemes described in these studies truly
constitute a phonemotopic map. The presence of a pho-
nemotopic map suggests behavioral relevance of phoneme
stimuli beyond their acoustic attributes, None of the studies
described here have tested if cortical responses to the F1-F2
components for nonnative vowel sounds show similar sen-
sitivity as native phonemes. Despite these limitations, these
studies provide consistent evidence that a perceptually criti-
cal aspect of the formant structure of vowels, the F1-F2 rela-
tionship, is represented in a spatial map in auditory cortex as
early as ~100 ms poststimulus onset.

Another line of evidence has used functional imaging
to show the particular regions of the temporal cortex that
are sensitive to the formant structure of speech sounds rela-
tive to other natural and vocally generated sounds, that is,
laughs and coughs (Belin et al., 2000). Cortical responses
to natural vocal stimuli were compared to vocal stimuli in
which the formant structure of speech was replaced by white
noise and scrambled vocal sounds. All stimuli were matched
for overall RMS energy. In both of these experimental con-
ditions; the original amplitude envelope of the speech signal
modulated the altered spectral information, Results from
this experiment indicated that all stimuli activated regions
along the superior temporal sulcus (STS), a cortical region
consisting of unimodal auditory and multimodal areas that
is hypothesized to be a critical speech-processing center sub-
sequent to more rudimentary acoustic processing in struc-
tures of the supcrior temporal plane. However, responses to
the natural vocal stimuli were significantly larger and more
widespread throughout the STS, particularly in the right
hemisphere, than for the spectrally manipulated vocal stim-
uli. These data indicate that the formant structure of speech
deeply affects activity patterns in the STS, a speech-selective
region of temporal cortex, even when the temporal compo-
nents of the signals are held constant. In addition, these data
suggest a right-hemisphere bias for processing the formant
structure, which supports the more gencral hypothesis that
the right hemisphere is dominant for resolving spectral
components in acoustic signals (Zatorre et al., 2002).

An interesting consideration is how cortical asymmes
tries in respomnse Lo the acouslic features of speecls relate to
well-established cerebral asymmetries for higher-order lan-
guage processing, such as phonemic and semantic process-
ing (Geschwind and Galaburda, 1985), which are strongly

between these forms of asymmetry has not been establigheg;
a plausible scenario is that the acoustic-level as;‘.rmmu{rieq.'
precede, and serve as the input to, phonemic and semyj
processing in left-hemisphere language regions. If this i the
case, it remains to be seen what:physiological advantage
right-hemisphere preference for formant structure proges
ing (Belin et al., 2000) might offer given that phonemic ;&
semantic processing of speech stimuli takes place in the oppg
site hemisphere, thercby requiring transmission through (s
corpus callosum, Future studies investigating acoustic-leve
asymmetries and their interface with higher-order languagp
asymmetries would provide esscntial information regarding
the functional neuroanatomy of speech perception. i

Electrophysiological Changes due to Training
Musical training can enhance the brainstem’s representation
of formant frequencies, and this enhahcement is related |'
important aspects of speech perception. For example, it was
recently shown that adult musicians have greater dif’l’t‘rmﬂf
tion of brainstem responses for consonant—vowel stimuli that"
vary according to F2 frequency (Parbery-Clark et al., 2012}
Strait et al., in press). Specifically, musicians showed more! it
pronounced brainstem timing differences in response to /daf;
/ga/, and /ba/ stimuli compared to nonmusicians, and braji
stem differentiation of these stimuli correlated with stundare
ized measures of speech perception in noise. This finding
important for a number of reasons. First, it shows that musi-
clans’ goal-directed attention to spectrotemporal features i
music promotes neural differentiation of subtle variants i '
formant structure in speech as well as perceptual benefits fo
speech in noise. This result is also significant with regard fol&8
efficacy of therapy: Whereas many forms of auditory percép= ¥
tual training fail to generalize to untrained stimuli (Burk and: =
Humes, 2008; Halliday et al., 2012), results from the music
literature have consistently, shown that musical traininfi S8
generalizes to speech perception tasks in children ( Mmmm',l t
et al., 2009; Thompson et al., 2004) and adults (Schon et aly 8
2004; Thompson et al., 2004) as well as the neural encodin
of speech (Moreno et al., 2009; Schon et al., 2004; Strait an
Kraus, 2014). Importantly, results from the Parbery-Clark
study show that musical training influences the neural differ
entiation of subtle formant frequency characteristics, which'
is fundamental to the identification and discrimination of
phoneme contrasts (Peterson and Barney, 1952).
In summary, the brainstem encodes lower formant fre=
quencies, which are critical to vowel perception, with phase=
locked responses. Moreover, the representation of thesé: &
formants is enhanced following long-term musical train=
ing, and the strength of thesc representations is correlatt{d
with perceptual benefit for speech in noise. Converging evi” |
dence indicates that the cortex encodes a perceptually essen” (38
tial aspect of the formant structure of speech. Specificallys - :
the F1-F2 relationship is spatially mapped in the cortex at
~100 ms poststimulus onset as measured by N100m source
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sion. In addition, functional imaging data provide evi-
o that the STS, a nonprimary auditory region of tempo-
oitex, is more responsive to speech stimuli that contain

anl structure than speech in which the formant struc-
Lire has been replaced with other sounds. Together, these
qilts suggest that both primary and associative regions
A temporal cortex are sensitive to aspects of the formant
“ructure that are essential for normal perception.

.lr_. M

cousTIC DESCRIPTION AND ROLE IN THE
ERCEPTION OF SPEECH

Jirequency transitions of the fundamental and formant
squencies are ubiquitous in ongoing speech. In English,
lulation of the fundamental frequency typically does
provide segmental cues; rather it provides supraseg-
1] cues such as the intent (e.g., question or statement)
d emotional state of the speaker. In other languages, such
andarin and Thai, modulations to the fundamental
uency provide phonetic cues. Formant transitions on
other hand are critical for speech perception of English
ithat they serve as a cue for consonant identification and

anal the presence of diphthongs and plides (Lehiste and
gson, 1961). Formant transitions have also been shown
lay a role in vowel identification (Nearey and Assmann,
11986). The movements of formant frequencies can be dis-
led to three basic forms that occur during an ongoing
quence of phonemes (taken from Lehiste and Pelerson,
961): (a) The movement of a formant from the initiation
Sl the consonant until the beginning of the vowel in a con-
'nnnl—vuwc-l combination, (b) the movement of a formant
I om one vowel to another vowel (i.c., in a diphthong), and
(¢) formant movement from a vowel until vowel lermina-
tion for a vowel-consonant combination. The frequency
nodulations that occur during formant transitions can

cur at relatively (ast rates (=40 ms) while spanning large
1 ;ii;;]ucncy ranges (2,000 Hz in F2 transitions),

" PHYSIOLOGICAL REPRESENTATION *
OF FREQUENCY TRANSITIONS IN -
HE HUMAN BRAIN

uditory Brainstem

[lhe FFR is able to “track,” or follow; frequency changes in
“pecch. This phenomenon was demonstrated in a study of
* PR tracking of the fundamental frequency(F0) in Mandarin
*8peech sounds (Krishnan et al., 2004). In this study, FFR

10 four different tonal permutations of the Mandarin word
i” was measured in a group of native Mandarin speakers.
“Specifically, synthetic stimuli consisted of “yi” pronounced
L With (1) a flat FO contour, (2) a rising FO contour, (3) a
lalling FO contour, and (4) a concave F0O contour that
' [l then rose in frequency. In Mandarin, which is a “tonal”

language, these four stimuli are different words: The FO
contour provides the only acoustic cue to differentiate
them. Results indicated that the FFR represented the funda-
mental frequency modulations for all of the stimulus con-
ditions irrespective of the form of the frequency contour.
These data indicate that the FFR represents phase-locked
activity in the brainstem for rapidly changing frequency
components in speech, an essential acoustical cue for
consonant identification.

A similar methodology was used in another study by
Krishnan and colleagucs to investigate the role of language
experienceonauditorybrainstem encodingofpitch (Krishnan
et al, 2005). FFRs to the “yi” stimuli described above were
measured in native Mandarin speakers as well as native
speakers of American English, to whom the pitch alterations
bear no linguistic value, Results from this study indicate
greater FFR pitch strength and pitch tracking in the Chinese
subjects compared to the native English speakers across all
four of the Mandarin tones. The FFR of the Chinese subjects
also indicated increased harmonic representation of the fun-
damental frequency (i.e., larger neural representation of the
harmonic content of the FO) compared to the English speak-
ers. These data indicate that responses from the auditory
brainstem reflect the behavioral experience of a listener by
enhancing the neural representation of linguistically relevant
acoustic features. : st

An. hypothesis proposed by Ahissar and Hochstein
(2004) may explain how experience engenders plasticity at
low levels of sensory systems. Their “reverse hierarchy” the-
ory proposes that when a naive subject attempts to perform a
perceptual task, the performance on that task is governed by
the “top” of a sensory hierarchy. As this “top” level of the sys-
tem masters performance of the task, over time, lower levels
of the system are modified and refined to provide more pre-
cise-encoding of sensory information. This can be thought
of as efferent pathway-mediated tuning of afferent sensory
input. Although the reverse hierarchy theory does not explic-
itly discuss plasticity of the brainstem, this: theory could
account for the findings of Krishnan. Specifically, because
of the importance of extracting lexical information present
in pitch contours, native Mandatin speakers are “experts”
at encoding this acoustic feature, which is accomplished, at
least in part, by extreme precision and robustness of sen-
sory encoding in low levels of the auditory system such as
the brainstem. Native English speakers, who are not required
to extract lexical meaning from pitch contours, are relative
novices at this form of pitch tracking, and consequently their
brainstems have not required this level of modification.

An interesting question that was addressed in a subse-
quent study is whether native Mandarin speakers are bet-
ter than English speakers at pitch tracking the FO exclusively
for familiar speech sounds or whether Mandarin speakers’
superior performance would extend to all periodic acoustic
signals, including nonnative speech sounds (Xu et al., 2006),
Results show that a lifetime of experience using FO to extract
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linguistic meaning specifically affects auditory responses to
familiar speech sounds and does not generalize to all peri-
odic acoustic signals, However, data from the Kraus Lab sug-
gests that another form of long-term auditory experience,
musicianship, contributes to enhanced neural encoding of
speech sounds in the auditory brainstem relative to nonmu-
sicians (Wong et al., 2007). This finding provides evidence
that expertise associated with one type of acoustic signal
(i.e., music) can provide a general augmentation of the audi-
tory system that is manifested in brain responses to another
type of acoustic signal (i.e., speech) and indicates that audi-
tory experience can modify basic sensory encoding.

Auditory Cortex L
Similar to Krishnan’s work involving the brainstem, multiple
studies have investigated cortical processing of FO pitch con-
tours and its relationship to language experience. The most
convincing of these studies.is that by Wong et al, (2004).
In this study, native Mandarin and native English speakers
underwent PET scanning during passive listening and while
performing a pitch discrimination task: Stimuli consisted of
(a) Mandarin speech sounds that contained modulations of
the fundamental frequency that signal lexical meaning and
(b) English specch sounds which also contained modula-
tions to the fundamental frequency; however, F0- modula-
tions never provide lexical information in English. Imaging
results indicated that native Mandarin speakers showed sig-
nificant activation of the left anterior insular cortex, adjacent
to Broca’s area, only when discriminating Mandarin speech
sounds; the homologous right anterior insula was activated
when this group discriminated English speech sounds, as
well as when native English speakers discriminated both
Mandarin and English speech sounds. These data suggest
that the left anterior insula is involved in auditory process-
ing of modulations to the fundamental frequency only when
those modulations are associated with lexical processing.
Moreover, these data suggest that the neural processing of
acoustic signals is context dependent and is not solely based
on the acoustical attributes of the stimuli.

In addition to studics of the neural representation of FO
modulations, a number of studies have also addressed the
cortical representation of formant frequency modulation in
humans. As it is known that neurons in auditory cortex do
not phase-lock to frequencies greater than approximately
100 Hz (Creutzfeldt et al,, 1980), and the formant structure
of speech consists of frequencies almost exclusively above
100 He, the cortical representation of frequency modula-
tion as measured by evoked potentials is abstract (i.e,, not
represented with time-locked responses) relative to those
described for the auditory brainstem. One cortical mecha-
nism that has received considerable attention for the pro-
cessing of rapid formant modulations is that of asymmelric
processing in the lefi-hemisphere auditory cortex. A more
general hypothesis proposes that left-hemisphete auditory
cortex is specialized for all forms of eapid acoustic stimuli

and serves as an early acoustic analysis stage at the leve] of
the cortex. A significant piece of evidence in support of hjs,
hypothesis was provided in a study of cortical activation paj.
terns for rapid and slow formant frequency modulationg
(Belin et al,, 1998). In this study, nonspeech sounds contuii.
ing temporal and spectral characteristics similar to speech
sounds were presented to listeners as they were PET scanneq,
Nonspeech sounds were used so that any cortical asymmetry
could not be associated with well-known asymmetries fo
language processing. Results indicated that the left STG yp(
primary auditory cortex showed greater activation than |
right STG for rapid (40 ms) formant frequency transitions
but not for slow (200 ms) transitions. In addition, a lef.
hemisphere region of prefrontal cortex was asymmetrically
activated for the rapid formant transition, which was ¢o

robarated in a separate (IMRI study that used nearly identical
acoustic stimuli (Temple et al,, 2000). These data sugges

that lefi-hemisphere auditory regions preferéntially process:
rapid formtant modulations present in ongoing speech.

In sunimary, modulations in the fundamental {r
quency of speech are faithfully encoded in the FIR. Mor
over, these brainstem responses appear ta be shaped by lin-
guistic experience, a remarkable finding that indicates that
cognitive processes (e.g., language) influence basic senso '
processing. In the cortex, a mechanism for encoding fr

auditory regions, and results indicate that rapid frequen
changes in speech-like stimuli preferentially activate the le
hemisphere relative to slower frequency changes, In addit
the anterior insular cortex is activated (or the processing off

information. These cortical findings would appear to b
contradictory: The former indicates asymmetric activation’
by left-hemisphere structures is based on physical param
eters of the speech signal, irrespective of linguistic conten
whereas the latter suggests that linguistic context is essentii
for left-asymmetric insular processing of FO madulation
However, Wong et al. (2004) stated that these results can b
reconciled if the insular activity shown in their study occurs:
after the “acoustically specialized” cortical activity describe
by Belin et al. (1998) and Temple et al. (2000). If this were.
true, it would indicate two independent levels of cortici
asymmetry: One based on the acoustic attributes of the sif
nal and one based on the linguistic relevance to the listencfi s
This hypothesis needs to be tested in future studies.

Electrophysiological Changes due to Training

There is ample evidence that multiple forms of auditory 48
therapy and training have enhancing effects on the penral’
represenlation of frequency transitions in speech, includ- '.
ing transitions of the fundamental and formant I'requencie'i- 0
Consistent with neural enhancement of formant structuf®



cussed previously, musical training also strengthens
jistem representations of frequency transitions, includ-
' .'iil.E'» Te-pre::cniuliu.us of both Ll.m tundamental and formant
fequencics. As discussed previously, one study showed that
yult musicians have enhanced brainstem representations
response to tonal permutations of the Mandarin word
1 which are characterized by contours to the fundamen-
" | frequency (Wong et al., 2007). It is hypothesized that
B Jjis neural benefit is the result of years of attention to pitch
" pjations in musical stimuli, arid again it is significant that
{4 neural advantage generalizes from the music domain to
, l’."’-"ch‘ In another study, it was shown that musical training
<0 enthances brainstem representations of formant transi-
ons in speech. For example, young children (3 to 5 years of
ﬁe; with at least a year of musical training showed earlier
ralnstem responses to the formant transition portion of a
snsonani-vowel stimulus compared to age-matched listen-
with the greatest effects of musicianship being evident in
thie presenceof background noise (Strait et al., 2013).Studies
qamining other forms of auditory training have also shown
trengthening of brainstem responses to formant transitions
Fihispeech. In one study, two groups of older adults (mean
St = 62 years) participated in different training paradigms
natched for time and computer use: One group was trained
nan adaptive computer-based auditory training program
U{lat combined: bottom-up perceptual discrimination exer-
r;sn:::. with top-down cognitive demands whereas an active
{control group was ttained on a'gencral educational stimula-
Slion program (Anderson etal., 2013). Results for the auditory
Sraining group showed improved resiliency of speech-evoked
“brainstem responses in background noise; and this resiliency
8 Was most! pronounced for the formant transition petiod
W0f the consonant-vowel stimulus. This neural effect in the
“huditory training group was accompanied by significant
Hiiprovement in anumber of auditory behavioral and cogni-
Hlive measures, including speech in-noise, auditory memory,
nd processing speed. Importantly; the active control group
iled to show improvements on both the neural and behav-
fal measures. A third study examined brainstem plasticity
i for yet another type of auditory therapy, in this case the use
" of assistive listening devices for use by children with reading
“mpairments in the classroom (Hornickel et al, 2012b). The
" theoretical basis for providing these listening devices to this
opulation is that children with reading impairments have
npaired speech perception in noise relative to age-matched
hildreri (Bradlow et al., 2003). Importantly, assistive listen-
JIng devices provide substantial improvements with regard
1o the signal-to-noise ratio of the teacher voice relative to
* tlasstoom background noise. Results from this study showed
that after using assistive listening devices for one academic
year, children with reading impairments showed greater
~ consistency of brainstem responses in the formant transi-
 tion period of a consonant-vowel stimulus. These children
~ also showed behavioral improvements on standardized mea-
sures of phonologic processing and reading ability. A control

gis
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group, composed of reading-impaired children who did not
use assistive listening devices, failed to show improvements
in either of these neural or behavioral measures.

Taken together, results from these studies show that the
neural representation of frequency transitions in speech is
highly malleable in response to very different kinds of audi-
tory training, including musical training, adaptive auditory-
based computer programs, and the use of assistive listening
devices. This suggests that therapies that sharpen “top-down”
brain mechanisms, such as goal-directed attention to audi-
tory stimuli, and “bottom-up” signals, as provided by assis-
tive listening devices, can focus and improve the efficiency of
neural mechanisms serving the tracking of frequency modu-
lations. Moreover, the relative abundance of studies showing
training effects for neurdl responses of frequency transitions
further suggests that the brain’s representation of this acousti-
cal feature is particularly plastic, reflecting a critical auditory
mechanism underlying rapid improvement in important
auditory skill acquisition.

Acoustic Ons‘_ets

AcouUsTIC DESCRIPTION AND ROLE IN THE
PERCEPTION OF SPEECH e

Acoustic onsets are defined here as the spectral and tem-
poral features present at the beginning (the initial ~40 ms)
of speech sounds. Although the acoustics of phonemes are
only slightly altered based on their Jocation in a word (i.e.,
beginning, middle, or end of a word), an emphasis has been
put on acoustic oxisets in the neurophysiological literature.
Consequently, acoustic onsets are discussed here separately,
despite some oyerlap with acoustic features (e.g., frequency
transitions) discussed previously. - '

_ Onset acoustics of:speech sounds vary considerably in
both their spectral and temporal attributes. In some cases,
the spectral features of the onset are essential for perception
(e.g,, the onset frequency of F2 for discriminating / da/ vs.
/gal), whereas in other cases temporal attributes of onsets
are the critical feature for perception. A frequently studied
acoustic phenomenon qssociated with the latter is that of
the voice onset time (VOT), which is present in stop conso-
nants. The VOT is defined as the duration of time between
the release of a stop consonant by speech articulators and
the beginning of vogal-fold vibration. The duration of the
VOT is the primary acoustic cue that enables differentiation
between consonants that are otherwise extremely similar
(e.g., /dal vs. [ta/, [bal vs. [pal, /gal Vs. /kal).

PHYSIOLOGICAL REPRESENTATION OF
ACOUSTIC ONSETS IN THE HUMAN BRAIN

Auditory Brainstem
The brainstem response to speech-sound onsets has been
studied extensively (Banai et al., 2005; Russo et al., 2004;
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Wible et al., 2004). The first components of the speech-
evoked ABR reflect the onset of the stimulus (Figure 28.2).
Speech onset is represented in the brainstem response at
approximately 7 ms in the form of two peaks, positive peak
V and negative peak A.

Findings from a number of studies have demonstraled
that the brainstem’s response to acoustic transients is closely
linked to auditory perception and to language f unction,
including literacy. These studies have investigated brain-
stem responses to speech in normal children and children
with language-based LDs, a population that has consistently
demonstrated perceptual deficits in auditory tasks using
both simple (Tallal and Piercy, 1973; Wright et al,, 1997)
and ‘complex (Kraus et al, 1996; Tallal and Piercy, 1975)
acoustic stimuli, A general hypothesis proposes a causal
link between basic auditory perceptual deficits in LDs and
higher-level language skills, such as reading and phonologic
tasks (Tallal et al., 1993), although this relationship has been
debated (Mody et al., 1997). In support of a hypothesis link-
ing basic auditory function and language skills, studies of
the auditory brainstem indicate a fundamental deficiency in
the synchrony of auditory neurons in the brainstem for a
significant proportion of language-disabled subjects. -

The Dbrainstem’s response to acoustic transients .in
speech is an important neural indicator for distinguishing
LD from typically developing (control) subjects. A number
of studies have provided compelling evidence that the rgp-
resentation of speech onset is abnormal in a sighificant pro-
portibn of subjects with LD (Banai et al., 2009). For example,
brainstem responses to the speech syllable /da/ were mea-
sured for a group of 33 normal children and 54 children with
LD, and a “normal range” was established from the results of
the normal subjects (King et al., 2002). Results indicated that
20 LD subjects (37%) showed abnormally late responses to
onset peak A. Another study showed a significant difference
between normal and LD subjects based on another mea-
sure of the brainstem’s representation of acoustic transients
(Wible et al., 2004). Specifically, it was shown that the slope
between onset peaks V and A to the /da/ syllable was sig-
nificantly smaller in subjects with LD compared to normal
subjects. The authors of this study indicate that diminished
V/A slope demonstrated by LDs is a measure of abnormal
synchrony to the onset transients of the stimulus and could
be the result of abnormal neural conduction by brainstem
generators. In another study (Banai et al., 2005), LD subjects
with abnormal brainstem timing for acoustic transients were
more likely to have a more severe form of LD, manifested in
poorer scores on measures of literacy, compared to LD sub-
jects with normal brainstem responses. In yet another study,
it was shown that the timing of children’s brainstem onset
responses to speech sounds correlated with standardized
measures of reading and phonologic abilities across a wide
range of reading abilities (Banai ct al., 2009).

Taken together, these data suggest that the brainstem
responses to acoustic transients can differentiate not only a

the LD population in terms of the severily of the disal,
Findings from the brainstem measures also indicate
between sensory encoding and cognitive processes sucly's
literacy. An important question is whether the link by .
sensory encoding and cognition is a causal one, and |
whether brainstem deficits are responsible: for cop
deficits (or vice versa). Alternatively, these two abnorny
ties may be merely coincident. Nevertheless; the consig,
findings of brainstem abnormalities in a sizable Pml""?rﬁ
of the LD population have led to the incorporation; of {
experimental paradigm into the clinical evaluation of 1)
and central auditory processing disorders. ":

Auditory Cortex
Cortical encoding of spectral features, of speech-sg
onsets has been reported in the literature (Obleser ¢
2006) and indicates that a spectral contrast at speech o

audijtory cortex as measured by N100m source loca
This is significant because it indicates that phonemes
ferentially activate regions of auditory. cortex accor
to their spectral characteristics at speech onset. It was:
shown that the discrete mapping of consonants.accordi
to onset acoustics is effectively erased when the speech s
uli-are manipulated to become unintelligible despite ke
ing the spectral complexity, of the stimuli largely. the s;
This stimulus manipulation was accomplished. by altering
the spectral distribution of the stimuli. The authors arg
that this latter finding indicates that the cortex is spati
mapping only those sounds that are intelligible to listeng
These data provide important evidence that cortical sp'n'ﬂ
representations may serve as an important mechanism 01
the encoding of spectral characteristics' in speech-soul
onsets. In addition to differences in spatial representalio
for place of articulation contrasts, cortical: responses
showed latency differences for these contrasts. Spécifi
it was shown that front consonants, which have hight
frequency onsets, elicited earlier N100m responses thi
back consonants. This finding is consistent with: near-fick
recordings measured from animal models indicating
response latencies for speech onsets with higher frequel
formants (McGee et al,, 1996), 1
Cortical responses to temporal features of spcu:l'.«.';oll!.“
onsets have also been reported in the literature, many 8
which have utilized VOT contrasts as stimuli. These stud .
were performed by measuring obligatory evoked pn’tsnli“‘;
(N100 responses) to continua of consonant-vowel :‘»].‘tk'-‘fll
sounds that varied gradually according to VOT (Sharma afi¢
Dorman, 1999, 2000; Sharma et al., 2000). Additionally, p
ception of these phonetic contrasts was also measured psiDEL
the same continua as a means of addressing whether corli
responses reflected categorical perception of the phonemesas




. CHAPTER 28 + Auditory Pathway Representations of Speech Sounds in Humans 539

£ —

Neumphysmloglcal results indicated that for both /ba/-/pa/
B nd /gal- /ka/ phonetic contrasts, onc large negative peak
o vas evident at approximately 100 ms in the response wave-
| {nrm for stimulus VOTs < 40 ms. A second negative peak
[ i) the response waveform emerged for stimulus VOTs of
[ 40 ms, and this second peak occurred approximately 40 ms
f ) . after the first peak and was thought to represent the onset of
|
I
i
I

L yoicing in the stimulus. Moreover, as the VOT of the stimu-
" Jus increased in duration, the lag between the second peak
--? relative to the first increased proportionally, resulting in a
| gtrong correlation between VOT and the interpeak latency
"ol the two peaks (r = ~0.80). The onset of double peaks in

cortical responses with a VOT of 40 ms is consistent with
‘neurophysiological responses measured directly from the
uuditory cortex of humans (Steinschneider et al,, 1999), and
in important consideration is that the onset of the double
e pcak occurred at 40 ms for both /ba/-/pa/ and /ga/-/ka/ pho-
" helic contrasts. In contrast, behavioral results require dif-
\'j- rent VOTS to distinguish the /ba/-/pa/ and /ga/-fka/ pho-
“netic contrasts. Specifically, a VOT of ~40 ms was required
" for listencrs to correctly identify /pa/ from /ba/, whereas a
LLVOT of ~60 ms was required for correct identification of
0 [ga/ from /ka/. Taken together, these data indicatc that corti-
i cal responses reflect the actual VOT irrespective of the cat-
i eporical perception of the phonetic contrasts.

14"

n Brmnslcm—CortexRtldtlunslupb

"1 addition to linking precise brainstem timing of acoustic
* transients to linguistic function, it has also been shown that
‘gbnormal encoding of acoustic transients in the brainstem
is related to abnormal:auditory responses .measured al the
level of cortex:In addition to their imprecise representation
‘of sounds:at-the auditory brainstem, a significant propor-
lioir of LDs.have also consistently demonstrated abnormal
[ representations of simple and complex acoustic stimuli at

© the level of the auditory cortex. Three studies have linked
[ i | ibnormal neural synchrony for acoustic transients at the

|
|
i’l
|
|
|
|
B

auditory brainstem to abnormal representations of sounds
in the cortex: In one study, it was shown that a brainstem
I"imasurc of the. encoding of acoustic transients, the dura-
| tion of time between onset peaks V and A, was positively
0 correlated to auditory cortex’s suscéptibility to background
4. noise in both normal and LD subjects (Wible et al., 2005).

Specifically, the longer the duration between onset peaks V
o and A, the more degraded the cortical responses became in
.I the presence of background noise. In another study, it was
| shown that individuals with abnormal brainstem timing
to acoustic transients were more likely to indicate reduced
cortical sensitivity to acoustic change, as measured by the
mismatch negativity (MMN) response (Banai et al., 2005).
-~ Finally, a third study showed that brainstem timing for
- speech-sound onset and offsét predicts the degree of corti-
~ cal asymmetry for speech sounds measured across a group
. of children with a wide range of reading skills (Abrams ct al.,
2006). Results from these studies indicate that abnormal

1
y 2
)
i
-

encoding of acoustic onsets at the brainstem may be a criti-
cal marker for systemic auditory deficits manifested at mul-
tiple levels of the auditory system, including the cortex.

In summary, evidence from examining the ABR indi-
cates that acoustic transients are encoded in a relatively
simple fashion in the brainstem, yet they represent a com-
plex phenomenon that is related to linguistic ability and
cortical function. In the cortex, results indicate that spectral
contrasts of speech onsets arc mapped along the anterior—
posterior axis in the auditory cortex, whereas temporal
attributes of speech onsets, as manifested by the VOT, are
precisely encoded with double-peaked N100 responses.

Electrophysiological Changes due to Training

A survey of the brainstem and -cortical literatures indi- .

cates that there is relatively scant evidence that the brain’s
representation of acoustic onsets is malleable following
auditory-based training and therapy, and the primary evi-
dence for plasticity of this feature is from a study of very
young children. This study, which was previously described
in the Formant Transition section; showed that a year or
more of musical training in young children (3 to 5 years
of age) resulted in decreased brainstem onset latencies in
response 1o a consohant-vowel stimulus (Strait et al.; 2013).
Sound onsets are considered to be particularly rudimentary
sound features, and the fact that the brainstem’s’response to
acoustical onsets does not appear to be plastic following
training (except in very young children) strongly suggests
that this neural feature is established «carly in' development
and remains largely static irrespective of the experience of
the individual. However; subcortical ericoding of acoustic
onsets does undergo substantial developmental changes
across the lifespan, irrespective of training (Anderson et al.,
2012; Skoe et al., in press): oo

The Speech Envelope

DEFINITION AND ROLE IN THE
PERCEPTION OF SPEECH

The speech envelope refers to temporal fluctuations in the
speech signal under 50 Hz. The ‘dominant frequency of
the speech envelope is at ~4 Hz, which reflects the average
syllabic rate of speech (Steeneken and Houtgast, 1980).
Envelope frequenciés in normal speech are generally below
8 Hz (Houtgast and Steeneken, 1985), and the perceptually
essential frequencies of the speech envelope are between 4
and 16 Hz (Drullman et al, 1994), although frequen-
cies above 16 Hz contribute slightly to specch recogni-
tion (Shannon et al., 1995). The speech envelope provides
phonetic and prosodic cues to the duration of speech seg-
ments, manner of articulation, the presence (or ahsence)
of voicing, syllabication, and stress. The perceptual signifi-
cance of the speech envelope has been investigated using a
number of methodologies (Drullman et al., 1994; Shannon
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et al,, 1995) and, taken together, these data indicate that the
speech envelope is both necessary and sufficient for normal
speech recognition,

PHYSIOLOGICAL REPRESENTATION OF THE
SPEECH ENVELOPE IN AUDITORY CORTEX

Only a few studies have investigated how the human brain
represents the slow temporal information of the speech
envelope. It should be noted that the representation of the
speech envelope in humans has only been studied at the
level of the cortex, since measuring ABRs typically involves
filtering out the neurophysiological activity below ~100 Hz
(Hall, 1992). Since speech envelope frequenciés are between
2 and 50 Hz, any linear répresentation of speech envelope
timing in brainstem respo_nses is removed with brainstem
filtering.

In one ]:EG study, responses from the audltory cortex
to conversational, clearly enunciatéd, and time-compressed
(i.e., rapid) speech sentences were :measured in children
(Abrams et al., 2008). Results indicate that human cortex
synchronizes its response to the contours of the speech enve-
lope across all three speech conditions and that responses
measured from right-hemisphere auditory cortex showed
consisteritly greater phase-locking and response magnitude
compared t6 left-hemisphere responses.. An MEG study
showed similar.results; however, in this study, it was shown
that these neurophysiological measures of speech envelope
phase-locking: correlated with subjects’ ability to perceive
the speech sentences: As speech sentences become more dif-
ficult to perceive, the ability of the cortex to phase-lock to
the speech sentence was more impaired (Ahissar et al., 2001).
These results are in concert with results from the animal lit-
erature, which show that neurons of primary auditory cortex
represent the temporal envelope of complex acoustic stimuli
(i.e., animal communication calls) by phase-locking to this
temporal feature of the stimulus (Wang et al., 1995).

A second line of inquiry, into the cortical representa-
tion of speech envelope cues was described previously in
this chapter in the discussion of cortical responses to VOT
{Sharma and Dorman, 1999, 2000; Sharma et al., 2000),
Acoustically, VOT is a slow temporal cue in speech (40 to
60 ms; 17 to 25 Hz) that falls within the range of speech
envelope frequencies. Briefly, neurophysiological results
indicated that for both /ba/-/pa/ and /ga/-/ka/ phonetic
contrasts, cortical N100 responses precisely represented the
acoustic attributes of the VOT. In addition, it was shown that
neural responses were independent of the categorical per-
ception of these phonetic contrasts (see the Acoustic Onsets
section for a more detailed description of this study).

On the surface, it may appear that the findings from
these expcriments contradict one another since cortical
phase-locking to the speech envelope correlates with per-
ception in one study (Ahissar et al., 2001) whereas phase-
locking fails to correlate with perception in the other study

(Sharma and Dorman, 1999, 2000; Sharma et al,, 2000),
These data are not, however, in contradiction to one another,
In both cases, an a priori requirement for perception is -l _
phase-locking to the speech envelope; there is no evidence _
for perception in the absence of accurate phase lockjng to :

the temporal envelope in the /ka/ stimulus condltlon atea_' /
VOT of ~40 ms, reliable perception of /ka/ occurs at ~60 ms;

perception; however, perception cannot be predicted by
phase-locking alone, Presumdbly, in the case of the fka/
VOT stimulus, there is another processing stage that useg
the phase-locked temporal information in conjunction with &
additional auditory-linguistic information (e.g., repeated ¥

auditory phase-locking requires additional investigation.
CONCLUSIONS

of acoustic features, all of which are important for normal
speech perception. Normal perception of these acoustic feas
tures certainly relies on their neural encoding, which Has s

acoustic cues of ongoing speech to decode a linguistic ni¢
sage. Furthermore, how the human brain is innately an
dynamically programmed to utilize any number of thest
acoustic cues for the purpose of language, given the .tppra-. '
priate degree and type of stimulus exposure, further unde il
scores the magnificence of this system, il

The primary goals of this chapter are to describe ol
current understanding of neural representation of spéeth
as well as training-related changes to these upmsgnhllan
By exploring these two topics concutrently it is argued thil
we have provided complementary perspectives on auditof]
function: The initial descriptions of brainstem and ¢ortt

vided by top-down connections in the auditory system (Xinass
and Suga, 2002); in contrast, the descriptions of trainings
related changes to these representations provide informatio
regarding how “top-down” cognitive and brain mt"ihdil'"ms g
sharpen these auditory representations (reviewed in l\l‘cl“s
and Chandrasekaran, 2010). Evidence accumulated i¢ro:
studies provides a complicated, but compelling, account ¢
the malleability of these auditory responses. Results shows
that brainstem representations of speech can be affected and
sharpened by multiple forms of auditory-based experieh®

from long-term musical experiences to relatively shorl- l*r”“'




: ﬁuulih.ary-mgnil‘ive training paradigms. Importantly, the rel-
| tive plasticity of these different speech features appears to
“fullona continuum: Acoustic onsets, which are largely static
E following all forms of auditory training, occupy one end of
this continuum, whereas neural representations of formant
" (ransitions occupy the other end of this continuum, showing
eithanced response properties following multiple training
| aradigms measured. in a wide range of subject popula-
{Z[ions. Consistent with the animal literature (Recanzone et al.,
4 11993), it is plausible that the relative plasticity of these fea-
-~ (ures reflects the behavioral demands of each form of train-
"I'lﬂk'n and a prediction of this hypothesis is that relatively static
' jeural representations do not significantly contribute to the
i |nprovement on these tasks whereas more dynamic neural
representations are important for improved performance,
To garner a greater understanding of how the central
auditory system processes speech, it is important to con-
wder subcortical and cortical auditory regions as recipro-
ally interactive. Indeed, auditory processing reflects an
nteraction of sensory, cognitive, and reward systems. Across
the acoustic features described in this review, the brainstem
i yppears to represent discrete acoustic events: The funda-
" mental frequency and its modulation are represented with
ighly synchronized activity as reflected by the FI'R; speech-
 sound onset is represented with highly predictable neural
I jctivation patterns that vary within fractions of milliscc-
* onds. Alternatively, the cortex appears 1o transform many
" of these acoustic cues, resulting in more complex represen-
- (ations of acoustic features of speech. For example, many
' of the cortical findings described here are based on the spa-
" tial representation of acoustic features (i.e., the relationship
& Detween F1 and F2 required for vowel identification; the
' differentiation of speech transients; the encoding of peri-
* odicity). Because cortical neurons are not able to phase-lock
" to high-frequency events, it is tempting to propose that
cortex has found an alternative method for encoding these
features baséd on the activity of spatially distributed neu-
. ral populations. The exterit to which these acoustic features
[ are truly represented via a spatial organization in cortex is
& 2 future challenge that will be likely achieved using high-
' resolution iméxgirig technologies in concert with EEG and
MEG technologies. '

Here, we have described what is currently Known about
brain representations of key elements of speech that are
necessary for normal speech perception. Our review cov-
ers information garnered from multiple research method-
ologies, including brainstem- and cortical-evoked responses
using EEG, which provide crucial information regarding the
neural timing in response to specific speech features, as well
as fMRI research, which provides complementary informa-
tion regarding “where” in the brain this activity occurs. Fur-
thermore, we have described the relative plasticity of these
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brain responses as a result of specific behavioral experi-
ences, with an emphasis on musical training. The following
are important questions for future research that will enable
us to further understand the brain basis of speech percep-
tion as well as associated plasticity and impairments.

1.

Both the auditory brainstem and cortical regions are
highly sensitive to elements of speech structure. An
important question is what is the relationship betwecen
the integrity of brainstem representations of speech struc-
ture and cortical regions beyond auditory cortex that are
known to be critical for structural processing of speech?
For example, the posterior temporal sulcus is considered
“yoice-selective cortex” (Belin et al., 2000) and has been
proposed to be a critical gateway which enables speech
information to access other brain networks that serve
semantic, reward, and mnemonic processes (Belin et al,,
2011). A better understanding of how lower levels of the
auditory hierarchy (i.e., the auditory brainstem) impact
voice selectivity in the posterior temporal sulcus would
provide important information regarding the function
of this exfensive network.

. While humans are drawn to the sounds of speech, it is

seldom considered a “rewarding” stimulus. Perhaps for
this reason little research has been conducted to study
the brain networks that are used for pleasurable speech.
For example, what parts of the auditory hierarchy
are differentially activated in response to pleasurable
compared to neutral speech? Would these: pleasur-
able speech sounds provide altered neural responses
across the entire auditory hierarchy, or alternatively
would only specific regions of the brain show effécts of

‘pleasure?
. Research described in this chapter has convincingly

shown that specch in noise perception is greatly improved
through musical training (Parbery-Clark et al,, 2012;
Song et al,, 2012). An exciting question is what are the
particular neural mechanisms that enable this effect of
musicianship? What aspects of musical training facilitate

.these behavioral advantages, and how might we harness

this information to train individuals of all ages to become .
better listeners in noisy environments?
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