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a b s t r a c t

We introduce a new approach, the cross-phaseogram, that captures the brain’s ability to discriminate
between spectrotemporally dynamic speech sounds, such as stop consonants. The goal was to develop
an analysis technique for auditory brainstem responses (ABRs) that taps into the sub-millisecond tempo-
ral precision of the response but does not rely on subjective identification of individual response peaks.
eywords:
uditory brainstem response
peech
hase
ubcortical

Using the cross-phaseogram technique, we show that time-varying frequency differences in speech stim-
uli manifest as phase differences in ABRs. By applying this automated and objective technique to a large
dataset, we found these phase differences to be less pronounced in children who perform below average
on a standardized test of listening to speech in noise. We discuss the theoretical and practical implica-
tions of our results, and the extension of the cross-phaseogram method to a wider range of stimuli and
peech-in-noise perception populations.

. Introduction

The ability to distinguish speech sounds is a fundamental
equirement for human verbal communication. Speech discrimi-
ation relies critically on the time-varying features of the signal
Shannon et al., 1995), such as the rapid spectrotemporal fluctua-
ions that distinguish the stop consonants [b], [d] and [g]. Because
hese fine-grained acoustic differences fall within very brief tem-
oral windows, stop consonants — sounds created by a momentary
top and then rapid release of airflow in the vocal tract — are vul-
erable to misperception (Tallal, 2004), especially in background
oise (Nishi et al., 2010). The susceptibility of these, and other
ounds with rapid acoustic transitions, to confusion can lead to frus-
ration during communication in noisy environments (e.g., busy
estaurants and street corners), even for normal hearing adults.

eveloping methods to access the biological mechanisms sub-

erving phonemic discrimination is vital for understanding the
eurological basis of human communication, for discovering the
ource of these misperceptions, and for the assessment and reme-

Abbreviations: AM, amplitude modulation; AN, auditory nerve; cABR, auditory
rainstem response to complex sounds; CF, characteristic frequency; F0, fundamen-
al frequency; F1, first formant; F2, second formant; F3, third formant; HINT, hearing
n noise test; SIN, speech in noise.
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diation of individuals with listening and learning disorders. Here
we introduce one such method, the cross-phaseogram, which com-
pares the phase of the auditory brainstem response (ABR) evoked
by different speech sounds as a function of time and frequency. By
being objective and automated, and by producing results that are
interpretable in individual subjects, this method is a fundamental
advance in both scientific and clinical realms.

The ABR is a far-field electrophysiological response recorded
from scalp electrodes that reflects synchronous activity from
populations of neurons in the auditory brainstem (reviewed in
Chandrasekaran and Kraus, 2009; Skoe and Kraus, 2010). In its
current clinical applications, ABRs provide objective information
relating to hearing sensitivity and general auditory function (Hood,
1998; Picton, 2010). While ABRs are elicited traditionally using
rapidly presented clicks or sinusoidal tones (Hall, 2007), the use of
complex sounds (e.g., speech syllables, musical notes, etc.) to elicit
ABRs has revealed the precision with which temporal and spectral
features of the stimulus are preserved in the response. Impor-
tantly, auditory brainstem responses to complex sounds (cABR)
have helped to expose the dynamic nature of the auditory system,
including its malleability with language and musical experiences,
its relationship to language ability (e.g., reading and hearing speech
in noise), as well as its potential to be altered by short-term audi-
tory remediation (reviewed in Kraus and Chandrasekaran, 2010;

Krishnan and Gandour, 2009). For the cABR to be adopted broadly
by the scientific and clinical communities, objective and convenient
analysis methods must be developed.

Brainstem timing is exceptionally precise, with deviations on
the order of microseconds being clinically relevant (Hood, 1998).

dx.doi.org/10.1016/j.jneumeth.2011.01.020
http://www.sciencedirect.com/science/journal/01650270
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herefore quantifying the temporal properties of the cABR is central
o all auditory brainstem analyses. The timing of brainstem activity
as been analyzed traditionally by evaluating the latency of individ-
al response peaks, defined as the time interval between the onset
f sound and the elicited peak. Peak identification can present a
echnical challenge because it is subjective, time consuming, and
ecause it relies on assumptions as to which peaks are relevant for
given stimulus. Moreover, in clinical groups ABR waveform mor-
hology is often poorly defined. Together, these factors hamper the
linical utility of cABRs, especially when multiple peaks must be
dentified and/or when responses to multiple complex stimuli are
ompared.

In light of these factors and the potential clinical applicabil-
ty of recent findings from our laboratory (Hornickel et al., 2009;
ohnson et al., 2008), we were motivated to develop a more objec-
ive method for extracting temporal information from cABRs. Here
e apply our new method in the analysis of cABRs recorded to

he stop consonant syllables [ga], [da], and [ba]. These speech
ounds are distinguished by the trajectory of their second formant
F2) during the initial 50 ms of the sounds ([ga]: 2480–1240 Hz;
da]: 1700–1240 Hz, [ba]: 900–1240 Hz). Because phase locking in
he brainstem is limited to a relatively narrow range (<∼1500 Hz)
Aiken and Picton, 2008; Liu et al., 2006), much of the acoustic infor-

ation, including the frequencies differentiating these voiced stop
onsonants, is outside these limits. However, as predicted from the
onotopicity of the auditory system and from ABRs to tone bursts
Gorga et al., 1988), the F2 of these speech sounds is captured in
he timing of the response, with the peak latency systematically
ecreasing with increases in stimulus frequency. Johnson et al.
2008) and Hornickel et al. (2009) found that the [ga]–[da]–[ba]
ormant trajectories are preserved in the timing of multiple indi-
idual peaks of the cABRs, with [ga] response peaks occurring first,
ollowed by [da] and then [ba] peaks (Fig. 1). This timing pat-
ern ([ga] < [da] < [ba]) is most apparent at four peaks within the
esponse to the formant transition. Timing differences are initially
arge, but diminish over time as the stimuli approach the steady-
tate region corresponding to the sustained [a] sound. Through a
abor-intensive manual peak identification process, Hornickel et al.
2009) found that the [ba]–[da]–[ga] subcortical timing pattern is
ess pronounced, or even absent in children with language-related
isabilities, including those who have difficulty listening to speech

n a noisy background.
An alternative method for describing brainstem timing is to

uantify frequency-specific phase information from the ABR (Gorga
t al., 1988; John and Picton, 2000). In digital signal processing,
hase can be extracted from the output of the discrete Fourier
ransform, along with the amplitude of each frequency. For an oscil-
atory signal, phase denotes where the waveform is in its cycle
elative to an arbitrary zero (e.g., sine or cosine) or relative to a
econd signal. For example, two sine waves can be described as
eing either in phase with each other or out of phase by up to 360◦

r 2� radians. If signal 1 is further in its cycle than signal 2 (e.g.,
80◦ vs. 0◦), it phase leads signal 2. A simple analogy for this is
wo race cars driving at the same speed (analog of frequency) but
ith staggered starting positions around a race track (analog of
hase). The cars will pass by the same tree but at different time
oints, with car 1 arriving before car 2 (car 1 phase leads car 2). If
he cars were driving at different speeds, then their phase would
ot be comparable. In auditory neuroscience, phase has been used
s a surrogate of the mechanical movement of the basilar mem-
rane (van der Heijden and Joris, 2003), to determine the stability

f the neural response over the course of an experiment, or to mea-
ure synchronization between brain regions (Weiss and Mueller,
003).

Based on the latency and phase measurements made by John
nd Picton (2000) for brainstem responses to amplitude modulated
Methods 196 (2011) 308–317 309

sinusoids, we hypothesized that the timing patterns glimpsed in the
time-domain cABR waveforms to [ga], [da], and [ba] reflect underly-
ing differences in response phase. By deconstructing responses into
their component frequencies and extracting phase on a frequency-
by-frequency basis, we expected to uncover continuous phase
differences between pairs of responses (i.e., [ga] vs. [ba], [ga] vs.
[da], and [da] vs. [ba]) during the response to the formant transi-
tion region and an absence of phase differences during the response
to the steady-state region, where the stimuli are identical. In
accordance with the pattern observed among individual peaks, we
predicted that [ga] would phase lead both [da] and [ba], with [da]
also phase leading [ba]. Given that brainstem phase locking can-
not be elicited to frequencies above ∼1500 Hz we also expected
to observe differences in response phase at frequencies below this
cutoff, even though the stimulus differences are restricted to the
range of the F2s of the stimuli (900–2480 Hz, Fig. 1A). Based on
Hornickel et al. (2009) findings, along with other evidence that the
cABR provides a neural metric for speech-in noise (SIN) percep-
tion (Anderson et al., 2010a, 2010b; Hornickel et al., 2010; Kraus
and Chandrasekaran, 2010; Parbery-Clark et al., 2009; Song et al.,
2010) we also predicted that phase differences between responses
to different stimuli would be minimized in children who perform
below average on a standardized SIN task.

Our predictions are tested here in two separate experiments. In
Experiment 1, we demonstrate the cross-phaseogram method in a
single subject to show that it can be used to objectively measure dif-
ferences in subcortical responses to different speech sounds (in this
case contrastive stop consonants). In Experiment 2, we apply this
method to a dataset of 90 children. By using a large dataset, we eval-
uate the cross-phaseogram method on its potential to provide rapid
and objective measurements of response differences both across a
set of speech stimuli and between two groups defined by their SIN
perception ability.

2. Materials and methods

2.1. Methods common to experiments 1 and 2

Electrophysiological recording procedures and stimulus design
followed those used by Hornickel et al. (2009).

2.1.1. Stimuli
Because the cABR is sensitive to subtle acoustic devia-

tions (reviewed in Skoe and Kraus, 2010), we used synthetic
speech to create stimuli that were identical except for the
trajectory of the second formant. By isolating the stimu-
lus differences to a single acoustic cue, something that is
not possible with natural speech, we aimed to capture how
the nervous system transmits this particular stimulus feature,
a feature that is important for differentiating stop conso-
nants.

The syllables [ba], [da], and [ga] were synthesized using a cas-
cade/parallel formant synthesizer (SENSYN speech synthesizer,
Sensimetrics Corp., Cambridge MA) to differ only during the first
50 ms, during which each had a unique frequency trajectory for the
second formant. The stimuli were otherwise identical in terms of
their duration (170 ms), voicing onset (at 5 ms), fundamental fre-
quency (F0), as well as their first (F1) and third–sixth formants
(F3–F6). The F0 was constant throughout the syllable (100 Hz) as
were F4–F6 (3300, 3750, and 4900 Hz, respectively). During the for-

mant transition region (0–50 ms), F1–F3 changed in frequency as
a function of time: F1 rose from 400 to 720 Hz and F3 fell from
2850 to 2500 Hz. Across the three syllables, F2 began at a differ-
ent frequency at time zero but converged at the same frequency
at 50 ms (1240 Hz), reflecting a common vowel. The F2 trajectories
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Fig. 1. Current method for comparing auditory brainstem responses (ABRs) to different stop consonants syllables (A and B) and phase shift predictions (C). The second
formant frequency trajectories that differentiate the stop consonants syllables [ga], [da], and [ba] (A) are represented in the ABR by timing differences, with [ga] responses
occurring first, followed by [da] and then [ba] (B) (i.e., higher frequencies yield earlier peak latencies than lower frequencies). This pattern is most apparent at four discrete
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esponse peaks between the onset and steady-state components of the response. H
esponse to the steady-state regions of the syllables where the stimuli are identica
he pattern observed in the timing of the individual peaks, we hypothesized that for
nd [ba] responses. Likewise, we anticipated that the [da] response would phase le

ere as follows: [ga] 2480–1240 Hz (falling); [da] 1700–1240 Hz
falling); [ba] 900–1240 Hz (rising). A schematic representation
f the F2 formant trajectories is found in Fig. 1A. During the
teady state region associated with [a], all formants were constant
F1 = 720 Hz, F2 = 1240 Hz, F3 = 2500 Hz, F4 = 3300 Hz, F5 = 3750 Hz
nd F6 = 4900 Hz).
.1.2. Electrophysiological procedures and stimulus presentation
Auditory brainstem responses were collected in Neuroscan

cquire 4.3 (Compumedics, Inc., Charlotte, NC) with a vertical
ontage (active electrode placed at Cz, reference placed on the
er, no differences are observed during the onset response (at about 9 ms) and the
inning at 60 ms). Figure modified from Hornickel et al. (2009). (C) Consistent with
n frequency within the cABR that the [ga] response would phase lead both the [da]

].

earlobe ipsilateral to ear of stimulus presentation, with the ground
electrode on the forehead) at a 20 kHz sampling rate. Electrode
impedances were kept below 5 k�.

Using Stim2 (Compumedics, Inc.), stimuli were presented to the
right ear at 80 dB SPL through an insert earphone (ER-3, Etymotic
Research, Inc., Elk Grove Village, IL). The stimuli [ga], [da] and [ba]
were presented pseudo-randomly along with five other syllables

that had different temporal and/or spectral characteristics. Stimuli
were presented using the alternating polarity method in which a
stimulus and its inverted counterpart (shifted by 180◦) are played in
alternating fashion from trial to trial. By averaging responses to the
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wo stimulus polarities, it is possible to minimize contamination by
he cochlear microphonic and stimulus artifact which both invert
hen the stimulus is inverted (see Aiken and Picton, 2008; Skoe and
raus, 2010 for more information). In addition, this adding process
mphasizes the envelope-following component of the cABR (Aiken
nd Picton, 2008).

During testing, participants sat comfortably in a reclining chair
n a sound attenuating room and viewed a movie of their choice.
he movie sound track, which was set to ≤40 dB SPL, was audible
o the left ear. This widely employed passive collection technique
nables the subject to remain awake yet still during testing in order
o facilitate robust signal to noise ratios.

.1.3. Electrophysiological data reduction
A bandpass filter (70–2000 Hz, 12 dB/oct) was applied to

he continuous EEG recording using Neuroscan Edit (Com-
umedics, Inc.) to isolate activity originating from brainstem
uclei (Chandrasekaran and Kraus, 2009). Averaging was per-

ormed over a 230 ms window to capture neural activity occurring
0 ms before through 190 ms after the onset of the stimulus. Sep-
rate subaverages were created for 3000 artifact-free responses
trials whose amplitudes fell within a −35 to +35 �V range)
o each stimulus polarity; subaverages were then subsequently
dded.

.1.4. Cross-phaseograms
Cross-phaseograms were generated in MATLAB 7.5.0 (Math-

orks, Natick, MA) by applying the cross-power spectral density
unction (cpsd function in MATLAB) in a running-window fashion
20 ms windows) to each response pair ([ga] vs. [ba], [ga] vs. [da],
nd [da] vs. [ba]). The cpsd function, which is based on Welch’s
veraged periodogram method, was chosen for its ability to reduce
oise from the estimated power spectrum. In total, 211 windows
ere compared (per response pair): the first window began at
40 ms (40 ms before the onset of the stimulus) and the last win-
ow began at 170 ms, with 1 ms separating each successive 20 ms
indow. Before applying the cpsd function, windows were baseline

orrected to the mean amplitude (detrend function) and response
mplitudes were ramped on and off using a 20 ms Hanning win-
ow (hann function; 10 ms rise and 10 ms fall). For each of the 211
omparisons, the cpsd function produced an array of numbers, rep-
esenting the estimated cross-spectral power of the two signals as
function of frequency (4 Hz resolution). These power estimates

re the result of averaging eight modified periodograms that were
reated by sectioning each window into eight bins (50% overlap per
in). The process of averaging these eight individual periodograms
educes noise in the power estimate by limiting the variance of the
ower output. To obtain phase estimates for each window, power
stimates were converted to phase angles (angle function), with
umps greater than � (between successive blocks) being corrected
o their 2*� complement (unwrap function).

By concatenating the phase output of the 211 bins, a three
imensional representation of phase differences was constructed
cross-phaseogram), with the x-axis representing time (reflecting
he midpoint of each time window), the y-axis representing fre-
uency, and the third dimension, plotted using a color continuum,
eflecting phase differences between the pair of signals being com-
ared. If the two signals do not differ in phase at a particular

ime–frequency point, this is plotted in green. If signal 1 is fur-
her in its phase cycle than signal 2, this is plotted in warm colors,
ith red indicating the greatest difference. Cool colors indicate the

pposite effect of signal 2 being further in its phase cycle than signal
.

Methods 196 (2011) 308–317 311

2.2. Methods for experiment 2

2.2.1. Participants
Ninety children (52 males, ages 8–13; mean, 10.93 years;

s.d. = 1.5) were tested as part of an ongoing study in our laboratory.
Study inclusion criteria include normal audiometric thresholds (for
octave intervals from 250 to 8000 Hz), no history of neurological
disorders, normal cognitive function (as measured by the Wechsler
Abbreviated Scale of Intelligence, The Psychological Corporation,
San Antonio, TX), and normal click-evoked ABRs. Northwest-
ern University’s Institutional Review Board (IRB) approved all
experimental procedures. In accordance with IRB guidelines, chil-
dren provided informed assent and parents/guardians gave their
informed consent.

2.2.2. Behavioral measures
Participants were divided into two groups based on their per-

formance on HINT (Hearing in Noise Test, Bio-logic Systems, a
Natus corporation, Mundelein, IL), a widely used clinical test that
evaluates speech perception in noise (Nilsson et al., 1994). HINT
measures the accuracy with which sentences can be correctly
repeated as the intensity of the target sentences changes relative to
a fixed level of background noise (speech-shaped noise, 65 dB SPL).
The signal-to-noise ratio (SNR) is adjusted adaptively until 50% of
the sentences are repeated correctly. The target sentences and noise
are presented in free field from a single loudspeaker placed one
meter in front of the participant. Target sentences were constructed
to be phonetically balanced, using simple vocabulary and syntactic
structure that are appropriate for children at the first grade level.
SNRs were converted to percentiles using age-appropriate norms.

Our population of children demonstrated a wide range
of HINT scores (min = 0th percentile, max = 100th percentile,
mean = 46.055, s.d. = 32.935, interquartile range = 62.000,
skew = 0.117, kurtosis = −1.33). Following the procedures
employed in Anderson et al. (2010a), participants performing
at or above the 50th percentile were categorized as TOP per-
formers (n = 40, 23 males (57%)), and those performing below
average, we categorized as BOTTOM performers (n = 50, 30 males
(60%)). The two HINT groups did not differ statistically in terms
of the latency of the click-ABR wave V, a gauge of peripheral
hearing and central auditory pathway integrity (Hood, 1998)
(TOP mean = 5.704 ms, s.d. = 0.185; BOTTOM mean = 5.682 ms,
s.d. = 0.182; t89 = 0.55, P = 0.58).

2.2.3. Statistical analyses
To compare phase shifts between the two HINT-based groups

and across the three stimulus pairings, the cross-phaseogram
matrices were split into two time regions (response to the formant
transition: 15–60 ms; response to the steady state: 60–170 ms)
and three frequency ranges (low: 70–400 Hz, middle: 400–720 Hz,
high: 720–1100 Hz) based on the stimulus and recording parame-
ters, as well as the qualitative appearance of the cross-phaseograms
(Supplemental Fig. 2). Each time region was analyzed separately in
a 2 × 3 × 3 analysis of variance (ANOVA) in SPSS (SPSS Inc., Chicago,
IL), using 1 between subject factor (Group: TOP vs. BOTTOM HINT
performers) and 2 within-subjects factors (RANGE: 70–400 vs.
400–720 vs. 720–1100 Hz, CONTRAST: [ga] vs. [ba], [da] vs. [ba],
[ga] vs. [da]).

3. Results

Auditory brainstem responses were recorded to three 170 ms

stop consonant speech syllables ([ga], [da], and [ba]) using scalp-
electrodes. Responses were compared by calculating the phase shift
between pairs of responses as function of time and frequency.
Cross-phaseograms represent the phase shift between the two sig-
nals in a time–frequency plot, with color signifying the extent of the
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Fig. 2. Cross-phaseogram of auditory brainstem responses to [ga] and [ba]. A representative subject is plotted to illustrate that individual-subject comparisons are particularly
accessible, a feature that makes the cross-phaseogram method potentially clinically useful. This subject (male, age 12) had normal audiometry (pure tone average of 1.6 dB),
normal language ability, and he performed at the 87.4th percentile on HINT. (A) Auditory brainstem responses to the speech sounds [ga] and [ba] are compared using the
cross-phaseogram, a method that calculates phase differences between responses as a function frequency and time. In the cross-phaseogram, the time displayed on the
x-axis refers to the midpoint of each 20 ms time bin. The y-axis represents frequency and the color axis represents the phase difference (in radians) between the response
to [ga] and the response to [ba]. When the responses [ga] and [ba] are in phase, the plot appears green. When the response to [ga] leads in phase relative to [ba], this is
represented using yellows, oranges and reds, with dark red indicating the largest differences. However, when the converse is true (i.e., [ba] response leads [ga] response),
the plot is represented with shades of blue, with dark blue indicating the greatest phase differences. As can be seen in this plot, phase differences between the responses
are restricted to the formant transition region time region corresponding to the formant transition (15–60 ms). As predicted from Johnson et al., 2008 and Hornickel et al.,
2009, the [ga] response phase leads [ba] during this time region. In the response to the steady-state region (60–170 ms), the responses are almost perfectly in phase. (B) To
enable comparisons between the phase and peak timing measurements, the time domain versions of the response waveforms are plotted ([ga] in black, [ba] in gray). In (C),
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he responses plotted in (B) are magnified at four time points (centered at 24, 34, 5
he response to the formant transition region, but not during the response to the s
) manifest as continuous phase differences across a range of frequencies (A). (For i
eb version of the article.)

hift. In all cases, the response to the stimulus with the higher F2
erved as the first member of the pair ([ga] vs. [ba], [da] vs. [ba], [ga]
s. [da]). Consequently, phase shifts were expected to have positive
alues during the formant transition region but be near zero during
he steady-state region of the responses. Separate analyses were
erformed for the response to the formant transition (15–60 ms)
nd steady-state vowel (60–170 ms) components of the stimulus.

.1. Experiment 1: demonstrating the cross-phaseogram method

n an individual subject

As predicted from the peak timing analyses performed by
ornickel et al. (2009) using identical stimuli, there are clear cross-

esponse phase differences during the formant transition. This is
94 ms) to illustrate the timing differences between stimuli that are evident during
state region of the stimuli. Thus, the timing differences between responses (B and

retation of the references to color in this figure legend, the reader is referred to the

illustrated in Figs. 2 and 3 for an individual subject (male, age 12)
with normal audiometry (pure tone average of 1.6 dB HL) and lan-
guage ability. In accordance with the stimulus characteristics, the
cross-phaseograms indicate that the response to [ga] phase leads
the other responses, with [da] also having phase-lead over [ba].
Cross-response phase differences are minimal during the response
to the steady-state vowel region of the syllables where the stimuli
are identical.
3.2. Experiment 2: applying the cross-phaseogram method to a
large dataset

In Experiment 2, cross-phaseograms were calculated on a large
dataset (n = 90) to evaluate the prediction that cross-response
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Fig. 3. Response cross-phaseograms for the three stimulus contrasts. For the same
representative subject as in Fig. 2, the top plot compares the responses to the stim-
uli which are the most acoustically different during the formant transition region
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[ga] vs. [da]). In the bottom plot, phase spectra are compared for responses to the
timuli that are most acoustically similar ([ga] vs. [da]). In accordance with these
timulus differences, greater phase differences are observed in the top plot, with
ore minimal differences evident in the bottom plot.

hase shifts are reduced in children (mean = 10.93 years) who per-
orm below average on a clinical test of speech perception in noise
the Hearing in Noise Test (HINT) (Nilsson et al., 1994)). Children
erforming at or above the 50th percentile on HINT were assigned
o the TOP group (n = 40, mean percentile = 78.71, s.d. = 15.73), and
hose performing below this threshold were assigned to the BOT-
OM group (n = 50, mean percentile 21.15, s.d. = 16.52). For the for-
ant transition and steady-state analyses, we first report within-

ubjects comparisons to validate the results in Experiment 1, and
hen proceed to the between-subjects comparisons to compare the
wo HINT groups. All phase-shift values are reported in radians.

.2.1. Formant transition (15–60 ms)

.2.1.1. Within-subjects comparisons. When collapsing across the
ntire dataset, and all three frequency ranges, we find unique phase
hift signatures for each response pairing (F2, 176 = 3.875, P = 0.023).
he extent of the phase shifts is in agreement with the degree of
timulus differences: the greatest phase shifts are found for the
ga]–[ba] pairing (mean = 0.317 radians, s.e. = 0.040), and the small-
st are found for the [ga]–[da] pairing (mean = 0.208, s.e. = 0.028),
ith the [da]–[ba] pairing falling in the middle (mean = 0.288,

.e. = 0.031) (Fig. 4).
Given the non-uniform nature of the phase differences across

he frequency spectrum, average phase-shift values were calcu-
ated for three ranges: 70–400, 400–720 and 720–1100 Hz. A strong

ain effect of frequency range was observed (F2, 176 = 42.011,
< 0.0009), with the middle range having the largest cross-

esponse phase shifts (mean = 0.445, s.e. = 0.037), and the low and
igh frequency ranges having smaller, yet non-zero phase shifts
mean = 0.166, s.e. = 0.020; mean = 0.202, s.e. = 0.031, respectively).
fter correcting for multiple comparisons, the middle range is sta-

istically different from the high and low ranges (P < 0.0009, in both
ases), whereas the high and low ranges do not differ statistically
rom each other (Figs. 4 and 5). The phase variables all follow a
ormal distribution (as measured by the Kolmogrov Smirnov test

f Normality; P > 0.15 for all variables).

.2.1.2. Between-subjects comparisons. In line with our predictions,
hildren performing above average on HINT have more distinct
rainstem responses to contrastive speech syllables compared to
Methods 196 (2011) 308–317 313

those performing below average (Figs. 4 and 5) (F1, 88 = 6.165,
P = 0.013; TOP mean = 0.328, s.e. = 0.035; BOTTOM mean = 0.213,
s.e. = 0.031). The group differences are not driven by one stimulus
pairing (F2, 176 = 1.970, P = 0.143). This extent of these differ-
ences is also not equivalent across different frequency bands
(F2, 176 = 3.323, P = 0.038); when collapsing across stimulus pair-
ings, the groups are most different in the low (t88 = 3.299,
P = 0.001; TOP mean = 0.7196, s.e. = 0.096; BOTTOM mean = 0.2772,
s.e. = 0.092) and middle-frequency bands (t88 = 2.480, P = 0.015;
TOP mean = 1.607, s.e. = 0.137; BOTTOM mean = 1.063, s.e. = 0.163),
and least different during the high frequency band (t88 = 0.260,
P = 0.796; TOP mean = 0.629, s.e. = 0.129; BOTTOM mean = 0.581,
s.e. = 0.130). Taken together these findings indicate that the stim-
ulus contrasts are more robust over a wider range of frequencies
in the TOP group’s responses, suggesting that acoustic differences
might be represented in a more redundant fashion in the neural
responses of children who have better performance on a speech in
noise task.

3.2.2. Steady-state region (60–170 ms)
3.2.2.1. Within-subject comparisons. While there were no differ-
ences between the three frequency ranges (F2, 176 = 2.559, P = 0.085)
during the response to the steady-state vowel, a significant main
effect of stimulus pairing was found (F2, 176 = 7.967, P < 0.0009).
This finding, which is inconsistent with our initial predictions,
indicates that responses do differ during the steady-state region
despite the stimuli being identical. However, because the phase
differences during the steady-state region are close to zero, this
significant effect may be the consequence of extremely small
variances ([ga] vs. [ba] mean = −0.055, s.e. = 0.009; [da] vs. [ba]
mean = −0.014, s.e. = 0.009; [ga] vs. [da] mean = −0.021, s.e. = 0.007)
and the non-normal distribution (Kolmogrov–Smirnov test of Nor-
mality; P < 0.05 for all variables except the [ga] vs. [da] comparison
in the low frequency range). Interestingly, the average cross-
response phase shifts are all negative, indicating that they occur in
the opposite direction from what would be predicted if they repre-
sented a “bleed over” from the response to the formant-transition
region.

3.2.2.2. Between-subject comparisons. As predicted, the two HINT
groups do not differ during the steady-state region (F1, 88 = 0.981,
P = 0.325; TOP mean = −0.024, s.e. = 0.009; BOTTOM mean = −0.036,
s.e. = 0.008).

3.3. Summary

Our initial predictions were largely validated when we com-
pared the cross-phaseograms to different response pairings and
when we compared the cross-phaseograms between the TOP and
BOTTOM HINT groups. Compatible with Purcell et al.’s work (Purcell
et al., 2004), we found that the phase of the cABR tracked the
linearly ramping frequency trajectory of the stimuli. In compar-
ing response pairs, we found that frequency differences between
stimuli manifest as phase-differences, with the higher frequency
stimuli producing responses that phase lead responses to the lower
frequency stimuli. Moreover, we found that children, who have dif-
ficulty hearing in noise, as measured by HINT, tend to have smaller
phase shifts between responses than children who perform above
average on HINT.

4. Discussion
We describe procedures that permit large-scale analysis of audi-
tory brainstem responses to spectrotemporally complex sounds
such as speech. We interpret our finding as a proof of concept that
cross-phaseogram analysis can provide an objective method for
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Fig. 4. Applying the cross-phaseogram method to a large dataset (n = 90). Children were grouped based on their performance on a standardized test that measures the ability
to repeat sentences presented in a background of speech-shaped noise. Across all three stimulus comparisons, cross-response phase differences are more pronounced in the
TOP performers (>50th percentile) compared to the BOTTOM performers. These plots represent average phaseograms for each group (i.e., the average of 40 and 50 individual
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haseograms, respectively). Due to averaging, the phase differences are smaller in
as consequently been scaled to visually maximize phase differences. The pattern o
uring the formant transition region of the responses) is evident for both TOP and
eader is referred to the web version of the article.)

ccessing the subcortical basis of speech sound differentiation in
ormal and clinical populations. Moreover, unlike traditional peak
icking methods, the cross-phaseogram is a highly efficient method
or assessing timing-related differences between two responses.
sing the cross-phaseogram algorithm, we show that the time-
arying frequency trajectories that distinguish the speech syllables
ba], [da] and [ga] are preserved in the phase of the auditory brain-
tem response. Furthermore, we provide evidence that stimulus
ontrasts tend to be minimized in the brainstem responses of chil-
ren who perform below average on a standardized test of listening
o speech in noise but have normal hearing thresholds.

.1. Technological and theoretical advance

While the measurement of neural phase has long been
mployed in the field of auditory neuroscience (Weiss and Mueller,
003), our approach constitutes a technological advance on mul-
iple fronts. To the best of our knowledge, this is the first time a
hase-coherence technique has been used to analyze ABRs to spec-
rotemporally dynamic signals. In so doing, we have developed
method for tracking how the brainstem represents (or fails to

epresent) minute changes in stimulus features, including those
hat are important for distinguishing different speech contrasts.

hile this kind of cross-response comparison was previously pos-
ible (Hornickel et al., 2009; Johnson et al., 2008), clinicians and
cientists now have access to this information in an objective
nd automated manner without the need to subjectively identify
ndividual response peaks. In addition to being eminently more
imesaving than manual peak picking methods, the use of the cross-
haseogram may also help to streamline data collection time by

imiting the number of stimulus presentations that need to be col-

ected in order to perform reliable temporal analysis on the cABR.
mproving the efficiency of the recording and analysis procedures
s essential for clinical applications of cABRs.

While the cross-phaseogram method is intended to supple-
ent and not supplant existing analysis techniques, it also offers
averages compared to the individual subject plotted in Figs. 2 and 3. The color axis
ts (i.e., [ga] phase leading [ba], [ga] phase leading [da], and [da] phase leading [ba]

OM groups. (For interpretation of the references to color in this figure legend, the

advantages over other automated techniques. For example, cross-
correlation methods (e.g., stimulus-to-response correlation and
response-to-response correlation) including running-window ver-
sions (see Skoe and Kraus, 2010 for more information), offer a
more limited view into how the nervous system represents dif-
ferent stimulus contrasts. Although they can reveal the extent to
which two signals are correlated and the time-shift at which the
maximum correlation is achieved, unlike the cross-phaseogram
method they do not provide frequency-specific information. Using
the cross-phaseogram method, we discovered that the formant fre-
quencies (in the range of 900–2480 Hz) that distinguish [ba], [da],
and [ga] are “transposed” to lower frequencies in the response, as
evidenced by frequency-dependent phase-shifts below 1100 Hz in
the three stimulus pairings we examined. This provided a unique
insight into the non-linear nature of auditory brainstem process-
ing, a finding that may not have been revealed by other methods
such as cross correlation.

Although inter-trial phase coherence has been proposed as an
objective method for assessing the functional integrity of the audi-
tory brainstem (Clinard et al., 2010; Fridman et al., 1995; Picton et
al., 2002), this study offers a technological and theoretical advance
by being the first to link phase-based ABR measurements to the
ability to listen to speech in a noisy background. By showing that the
cross-phaseogram can be used to investigate the biological under-
pinning of an everyday listening skill, the cABR has the potential
to become a valuable measure of higher-level language processing,
much in the same way that inter-electrode cortical phase coher-
ence and phase tracking are now viewed (Howard and Poeppel,
2010; Luo and Poeppel, 2007; Nagarajan et al., 1999; Weiss and
Mueller, 2003).
4.2. Origins of the neural phase delays

The phase shifts that are evident in the auditory brainstem
response to different stop consonants likely reflect the differences
that exist between stimuli in the amplitude and phase spectra
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Fig. 5. Deconstructing the response cross-phaseograms into frequency bands. Aver-
age phase information is extracted over three frequency regions (A: 70–400 Hz; B:
400–720 Hz; C: 720–1100 Hz). Here the comparison between the responses to [ga]
and [ba] is plotted for two groups of children, grouped according to their perfor-
mance on a standardized test of speech perception in noise (HINT). Response for
the children performing in the top 50th percentile is plotted in black, and the group
performing below this cutoff is plotted in red. This figure illustrates greater phase
separation among children who perform above average on a speech-in-noise task
compared to those performing below average. For each row, the y-axis (radians) is
scaled to highlight cross-response phase differences, with zero radians being demar-
cated by a gray line. As would be predicted from Fig. 4, responses to the steady-state
region of the consonant-vowel syllables (beginning ∼60 ms) are characterized by
cross-response phase differences that hover near zero radians. During the response
to the formant transition region (15–60 ms), phase coherence deviates from zero,
indicating that the responses differ in phase during this time region. Although the
phase differences occur on different scales for each frequency range, within the for-
mant transition region they occur in a consistent direction with the response to the
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4.4. Accounting for group differences in neural phase
igher frequency stimulus ([ga]) leading the response to the lower frequency stim-
lus ([ba]) in the pair. (For interpretation of the references to color in this figure

egend, the reader is referred to the web version of the article.)

Supplemental Fig. 1) as well as frequency-dependent neural phase
elays resulting from the mechanical properties of the cochlea.

Due to the tonotopic organization of the basilar membrane, trav-
ling waves for high frequency sounds reach their maximum peak
f excitation at the base of the cochlea with lower frequencies caus-
ng the greatest basilar membrane displacement apically. As such,
uditory nerve (AN) fibers innervating the basal end of the cochlea
re activated before those at the apex (Greenberg et al., 1998).
onsequently, the timing (and accordingly the phase) of the AN
esponse will be different depending on the location of the fiber
eing stimulated, leading to greater phase delays for fibers with

ower characteristic frequencies (CFs). Far field neurophysiologi-
al response timing (and consequently phase), in addition to being
nfluenced by the transport time to the characteristic location along
he basilar membrane, is impacted by a constellation of peripheral
nd central factors including: (a) the acoustic delay between the
ound source and the oval window; (b) active cochlear filtering;
c) the synaptic delay associated with activating afferent fibers; (d)
he conduction delay between the origin of the neural response and
he scalp (John and Picton, 2000; Joris et al., 2004); and (e) efferent
uning (Suga et al., 2000).
The frequency-dependent timing pattern of single AN nerve
bers is propagated to higher stages of the auditory pathway. As a
esult, frequency-dependent latency and phase shifts are evident in
he scalp-recorded auditory brainstem response (as shown here).
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This effect has been previously demonstrated for high-frequency
tone bursts (Gorga et al., 1988), amplitude modulated tones (John
and Picton, 2000) and speech syllables (Hornickel et al., 2009;
Johnson et al., 2008). An expansion of the frequency-dependent
cochlear delay is also observed for cortical potentials, resulting
in greater phase delays than those initially introduced peripher-
ally. However, the extent of this additional delay, which is also
seemingly dependent on the spectrotemporal complexity and pre-
dictability of the stimulus structure, is variable between subjects
(Greenberg et al., 1998; Patel and Balaban, 2004). Based on work
in an animal model, cortical feedback may also modulate human
subcortical response timing via the extensive network of corti-
cofugal fibers (reviewed in Suga et al., 2000). Thus, the individual
phase-shifts differences reported here may reflect strengthened or
weakened reciprocal connections between subcortical and cortical
structures that act in concert to modulate the auditory system’s
ability to boost stimulus contrasts (Hornickel et al., 2009).

4.3. Accounting for low frequency phase delays

While the factors delineated above account for the existence of
phase shifts in the cABR, they do not explain why such phase shifts
emerge in the response at frequencies well below those of the sec-
ond formant (900–2480 Hz), the acoustic feature that differentiated
the stop consonant syllables. This transposition likely reflects (1)
the use of suprathreshold levels, resulting in a spread of excitation
across AN nerve fibers of differing CFs and (2) the sensitivity of the
auditory system to amplitude modulations (AMs) in the speech sig-
nal. As the result of the opening and closing of the vocal cords, the
amplitude of the speech formants (spectral maxima arising from
the resonance properties of the vocal tract) is modulated at the rate
of the fundamental frequency (in our case 100 Hz) and its harmon-
ics (Aiken and Picton, 2008; Cebulla et al., 2006). These amplitude
envelope modulations, which are linked to the perception of voice
pitch, result from the time-domain interaction of different speech
components and they are, as such, not represented in the energy
spectrum of the speech signal (Joris et al., 2004). However, the AM
of the speech signal is relayed by the auditory system through phase
locking that is evident in ANs as well as brainstem, thalamic and
cortical neurons (Joris et al., 2004).

Work by John and Picton offers insight into how AM phase lock-
ing can transmit higher frequency information. Using amplitude
modulated sinusoids, John and Picton (2000) have modeled, in ele-
mentary form, how brainstem activity represents the interaction
of high frequencies (in the range of the F2s used here) and low
pitch-related amplitude modulations. They found that the enve-
lope response entrained to the frequency of modulation but that
the phase of the response was dictated by the carrier frequency.
For example, response timing was earliest for an 80 Hz modu-
lation frequency when the carrier signal was 6000 Hz, with the
timing systematically increasing as the carrier frequency decreased
to 3000, 1500 and 750 Hz. Thus, while human brainstem nuclei
do not “phase lock,” in the traditional sense of the phrase, to fre-
quencies above ∼1500 Hz (Aiken and Picton, 2008; Liu et al., 2006),
brainstem activity conveys the time-varying information carried
by high frequency components of the stimuli, such as the differ-
ing F2s in the syllables used in this study, through the phase of the
envelope response to low frequencies. Here we demonstrate this
phenomenon for the first time using spectrotemporally complex
sounds.
What then might account for minimized stimulus contrasts
in the cABRs some children? Because all of the children in this
study had normal audiometric thresholds and normal click-evoked
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BRs, neurophysiological differences between groups cannot be
xplained by differences in gross cochlear processes. Instead, the
iminished contrasts between cABR to different speech sounds
ould reflect reduced neural synchrony and/or diminished sensi-
ivity to amplitude modulations (see Nagarajan et al., 1999). The
iminished cross-response phase contrasts in these children may
xplain why noise imposes a greater effect on them. In addition,
ur results indicate that stimulus contrasts are more redundantly
epresented in the cABRs of children who perform above average
n HINT, such that phase-shifts occur across a broader spectrum
f frequencies in this group. This redundancy could enable high
peech intelligibility for this group of children, especially when the
peech signal is masked by noise.

Based on animal models (Suga et al., 2000, 2002; Xiong et al.,
009) and prevailing theories of brainstem plasticity in humans
e.g., Hornickel et al., 2010; Kraus and Chandrasekaran, 2010;
rishnan and Gandour, 2009), we argue that abnormal audi-

ory brainstem responses to speech reflect both the malfunction
f local processes in the brainstem as well as a maladaptive
eedback between subcortical and cortical structures. In this the-
retical framework, auditory brainstem activity can influence and
e influenced by cortical processes. Consequently, diminished rep-
esentation of stimulus contrasts in the auditory brainstem could
esult in poor SIN performance and likewise poor SIN performance
ould retroactively weaken how stimulus contrasts are coded in
he auditory brainstem. However, the currently available cABR col-
ection methods do not permit us to test the separate or combined
nfluences on top-down and bottom-up process on auditory brain-
tem processing and their relationship to SIN perception.

While we cannot make causal inferences based on our method-
logy, our findings do reinforce the proposition that listening in
oise depends, in part, on how distinctively the nervous system
epresents different speech sounds (Hornickel et al., 2009, 2010).
owever, no single factor can explain SIN performance. This is
ecause listening in noise is a highly complex auditory process
hat depends on the interaction of multiple sensory and cognitive
actors (see for example Anderson and Kraus, 2010; Hornickel et
l., 2010; Shinn-Cunningham and Best, 2008). In the case of HINT,
test that requires the listener to repeat back entire sentences,
orking memory (Parbery-Clark et al., 2009) and attention (Shinn-
unningham and Best, 2008) undoubtedly impact performance. In
ddition, HINT performance may also depend on a child’s ability
o utilize semantic cues (such as semantic predictability) to over-
ome the degraded sensory input (Bradlow and Alexander, 2007).
uture work will help to reveal extent to which phase-based mea-
urements can uniquely predict behavioral measurements of SIN
erformance (see Hornickel et al., 2010) and how these relation-
hips might differ across populations.

.5. Future directions

We have demonstrated the utility of the cross-phaseogram
echnique by employing it in our analysis of auditory brainstem
esponses obtained from a large cohort of children. However, the
urrent application of the cross-phaseogram is also just one illustra-
ion of how the method could be used to study auditory processing.
ased on the results reported here, we envision the successful
pplication of the cross-phaseogram in the study of any population
r individual demonstrating impaired or exceptional auditory abil-
ties (e.g., the hearing impaired, musicians). Potential applications
lso include using the cross-phaseogram method to track neural

hanges resulting from intervention, to study auditory process-
ng in non-human animals, and to investigate hearing and audio
evices (e.g., hearing aids and microphones).

These phase-based methods are appropriate for analyzing sub-
ortical responses to a great variety of other spectrotemporally
Methods 196 (2011) 308–317

complex sounds including natural speech, music, and environmen-
tal sounds. For example, given that background noise is known to
induce delays in the neural response, the cross-phaseogram can
complement existing techniques for comparing neural responses
to speech in noisy vs. quiet listening conditions, techniques that
rely heavily on the identification of response peaks (Anderson et al.,
2010a; Parbery-Clark et al., 2009). Moreover, because background
noise obscures the temporal features of the response, especially the
small response peaks that distinguish cABRs to different stop con-
sonants, the cross-phaseogram may provide an avenue for studying
the neural correlates of speech sound differentiation in noise. Tra-
ditional peak picking methods prohibit or at best hamper this kind
of analysis.

4.6. Conclusions

As an objective and automated technique, the cross-
phaseogram method is positioned to be a clinically viable
metric in the audiological assessment and remediation of noise-
induced perceptual difficulties and other language disorders. This
cross-phaseogram technique, which can be used in the evaluation
of a large dataset, can also provide the kind of individual-specific
information that is essential for such clinical applications but is
often inaccessible with other non-invasively employed neural
metrics. While future efforts should focus on optimizing the cross-
phaseogram for clinical applications, we have made an important
first step in the translational process.
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